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Preface

IBM® Tivoli® Storage Productivity Center V5.2 is a feature-rich storage management 
software suite. The integrated suite provides detailed monitoring, reporting, and management 
within a single console. In addition, implementing the IBM SmartCloud® Virtual Storage 
Center (VSC) license with Tivoli Storage Productivity Center addresses new workloads that 
require massive scale and rapid pace, and accelerates business insight, by adding advanced 
analytics functions such as storage optimization, provisioning, and transformation.

This IBM Redbooks® publication is intended for storage administrators and users who are 
installing and using the features and functions in IBM Tivoli Storage Productivity Center V5.2. 
The information in this Redbooks publication can be used to plan for, install, and customize 
the components of Tivoli Storage Productivity Center in your storage infrastructure.

Authors

This book was produced by a team of specialists from around the world working at the 
International Technical Support Organization, Tucson Center.

Karen Orlando is a Project Leader at the IBM International Technical Support Organization, 
Tucson, Arizona Center. Karen has over 20 years in the IT industry with extensive experience 
in open systems management, and information and software development of IBM hardware 
and software storage. She holds a degree in Business Information Systems from the 
University of Phoenix and is Project Management Professional (PMP) certified since 2005.

Paolo D’Angelo is a Certified IT Architect working in IBM Global Technology Services® in 
Rome, Italy. He has worked at IBM for 12 years, and has 10 years of experience in Open 
Storage and Storage Management areas. Paolo’s areas of expertise, both in design and 
implementation, include Storage Area Network, Data Migration, Storage Virtualization, Tivoli 
Storage Manager, Tivoli Storage Productivity Center, and Open Storage design and 
implementation.

Brian De Guia is a Software Test Specialist in the IBM Tivoli Storage Development lab in 
Tucson, Arizona. He has 15 years of experience in the IT field. He has worked at IBM for six 
years. His areas of expertise include Tivoli Storage Productivity Center, IBM Storage Disk 
Systems, various OS platforms, and fabric/switch logical zoning topologies. Brian has written 
extensively on IBM Tivoli Storage Productivity Center, as well as various IBM internal and 
training documents. 

Note: This IBM Redbooks publication is written and based on Tivoli Storage Productivity 
Center V5.2.2.

Sections in this book that pertain to advanced analytics, including cloud configuration, 
provisioning, transforming volumes, and storage optimization all require the IBM 
SmartCloud Virtual Storage Center license to be installed.
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Now you can become a published author, too!

Here’s an opportunity to spotlight your skills, grow your career, and become a published 
author—all at the same time! Join an ITSO residency project and help write a book in your 
area of expertise, while honing your experience using leading-edge technologies. Your efforts 
will help to increase product acceptance and customer satisfaction, as you expand your 
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network of technical contacts and relationships. Residencies run from two to six weeks in 
length, and you can participate either in person or as a remote resident working from your 
home base.

Find out more about the residency program, browse the residency index, and apply online at:
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Comments welcome
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� Use the online Contact us review Redbooks form found at:

ibm.com/redbooks

� Send your comments in an email to:
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Chapter 1. Tivoli Storage Productivity 
Center V5.2 overview

IBM Tivoli Storage Productivity Center V5.2 provides a set of tools for managing storage 
capacity, availability, events, performance, and resources. It can reduce the complexity of 
managing a storage environment by centralizing, simplifying, and optimizing storage tasks 
that are associated with storage systems, storage networks, replication services, and 
capacity management. 

Use this chapter to learn about new and enhanced features in Tivoli Storage Productivity 
Center V5.2, including the latest updates to the cloud configuration and provisioning 
functions. The chapter also highlights the differences and changes from the Tivoli Storage 
Productivity Center V5.1 release. 

1

Note: This IBM Redbooks publication is written and based on Tivoli Storage Productivity 
Center V5.2.2.
© Copyright IBM Corp. 2014. All rights reserved. 1



1.1  Licensing

The Tivoli Storage Productivity Center V5.2 and Tivoli Storage Productivity Center Select 
Edition V5.2. licenses are the same as in Tivoli Storage Productivity Center V5.1. 

The following are supporting programs licensed with Tivoli Storage Productivity Center V5.2 
and Tivoli Storage Productivity Center Select Edition V5.2:

� IBM DB2® Enterprise Server Edition Version 10.1 Fix Pack 3a (64-bit)
� IBM Tivoli Monitoring 6.3 Server
� IBM Jazz™ for Service Management 1.1.0.3

1.1.1  IBM SmartCloud Virtual Storage Center Storage license

With Tivoli Storage Productivity Center V5.2, the license that was previously called IBM Tivoli 
Storage Productivity Center Advanced is now the IBM SmartCloud Virtual Storage Center 
(VSC) license. 

The IBM SmartCloud Virtual Storage Center license contains everything in the IBM Tivoli 
Storage Productivity Center license, and also includes advanced analytical functions. Note 
that the Tivoli Storage Productivity Center user interfaces and messages still refer to this 
license as IBM Tivoli Storage Productivity Center Advanced.

The new name of this license reflects its inclusion in the Virtual Storage Center solution, 
which bundles Tivoli Storage Productivity Center with IBM System Storage® SAN Volume 
Controller and IBM Tivoli Storage FlashCopy® Manager. By bundling these separate 
products, Virtual Storage Center provides a combined storage virtualization platform and 
storage management solution.

Virtual Storage Center provides the advanced capabilities of Tivoli Storage Productivity 
Center, such as storage tier optimization and volume workload distribution. The Virtual 
Storage Center license is only available as part of the Virtual Storage Center solution. 

The complete IBM SmartCloud Virtual Storage Center V5.2 solution bundles Tivoli Storage 
Productivity Center with IBM System Storage SAN Volume Controller and Tivoli Storage 
FlashCopy Manager. In the solution, System Storage SAN Volume Controller provides a 
virtualization platform and remote replication functions, and the Tivoli Storage FlashCopy 
Manager provides data backup and restore capabilities.

The following are supporting programs licensed with the IBM SmartCloud Virtual Storage 
Center V5.2:

� Tivoli Storage Productivity Center V5.2
� IBM Storwize® Family SAN Volume Controller Software V7.2
� IBM Tivoli Storage FlashCopy Manager 4.1

Web-based GUI advanced analytical functions
In addition to the Tivoli Storage Productivity Center functions, the following advanced 
analytical functions are available in the web-based GUI:

� Optimize storage tiering by using the Analyze Tiering wizard. 

� Distribute the workload of volumes across pools on the same tier by using the Balance 
Pools wizard. 
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� Provision block storage by using the Provision Storage wizard.

� Enable automatic zoning to create zones during block storage provisioning to connect a 
server to a storage system. 

Stand-alone GUI functions
In the stand-alone GUI, the following functions are available:

� Alert configuration
� Scans
� Constraint violation report
� Data Manager functions

1.2  Software components 

The software download for Tivoli Storage Productivity Center V5.2 requires the installation of 
the following software:

� IBM DB2 Enterprise Server Edition Version 10.1 Fix Pack 3a (64-bit)

� Tivoli Storage Productivity Center server V5.2

� JazzSM Launchpad 1.1.0.3 brings together the Open Services for Lifecycle Collaboration 
used for linking data and other shared integration services

� Websphere Application Server 8.5.0.1 used to provide a flexible Java application server 
runtime environment 

� Tivoli Common Reporting 3.1.0.1 and Tivoli Common Reporting 3.1.0.2 is a reporting 
feature available to users of Tivoli products and provides a consistent approach to viewing 
and administering reports

For documents that list hardware, product, and platform support for Tivoli Storage Productivity 
Center, refer to the following website:

http://www.ibm.com/support/docview.wss?&uid=swg21386446

1.3  Web-based GUI enhancements 

Tivoli Storage Productivity Center V5.2 is a major release providing improvements to the 
web-based GUI interface that is designed to offer ease of use access to your storage 
environment. It provides a common look and feel that is based on the current user interfaces 
for IBM XIV® Storage System, IBM Storwize V7000, and IBM System Storage SAN Volume 
Controller. 

You can now use the web-based GUI to complete many administrative tasks for resources 
that are monitored by Tivoli Storage Productivity Center. These tasks include setting up data 
collection (probes and performance monitors), administering Storage Resource agents, 
testing connections, viewing logs, opening management GUIs, updating user credentials, and 
removing resources from Tivoli Storage Productivity Center. 

Note: IBM Tivoli Integrated Portal, which was embedded in the Tivoli Storage Productivity 
Center V5.1 release, is no longer used. 
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The web-based GUI now runs on the embedded IBM WebSphere® Application Server, 
instead of Tivoli Integrated Portal. This new server is called the web server. 

Many of the functions for monitoring and managing storage were moved from the stand-alone 
GUI to the web-based GUI. With this migration, you can now complete the following 
storage-management tasks in the web-based GUI:

� Adding resources for monitoring

� Monitoring the performance of resources, including server-centric monitoring of SAN 
resources without requiring an agent

� Monitoring violations of performance thresholds

� Implementing policy-based provisioning

� Identifying hot spots on storage virtualizers

� Balancing the workload of volumes across storage tiers

� Retiering volumes automatically or using criteria such as file usage to place volumes on 
storage tiers

� Transforming storage by moving volumes between pools, converting volumes to 
thin-provisioned volumes, and converting volumes to compressed volumes

� Adding servers with Storage Resource agents

� Provisioning storage to stand-alone or to a clustered environment

� Completing data collection actions for multiple resources

� Web-based GUI reporting enhancements

� Enhancements to performance resources troubleshooting

� Viewing information about IBM Easy Tier® on IBM DS8000® storage systems

� Viewing information about volumes in copy pairs/mirrored relationships

� Adding Hitachi Data Systems Virtual Storage Platform for monitoring

� Viewing information about NPIV connections for switch ports in a fabric

� Identifying Internet Small Computer System Interface (iSCSI) ports

� Viewing information about Virtual Machine Disks (VMDKs)

� Allowing Tivoli Storage Productivity Center to work on OpenStack via the Cinder driver

� Adding customized test to the logon page

� Checking the status of Tivoli Storage Productivity Center

� Maintaining and improving the performance of the Tivoli Storage Productivity Center 
database

1.3.1  Add resources for monitoring

Tivoli Storage Productivity Center Release V5.2 provides wizards in the web-based GUI that 
guide you through the steps for discovering resources, adding resources for monitoring, and 
scheduling data collection. You can add the following resources for monitoring:

� Storage systems including:

– IBM Storage Subsystems using native API such as the SAN Volume Controller and the 
IBM Storwize family

– IBM Scale Out Network Attached Storage (SONAS) storage systems 
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– DS8000 Easy Tier

� Storage Resource agents (SRAs)

� Agentless servers

� Hypervisors including VMDKs

� Switches and Fabrics

– SNMP management

– Viewing NPIV port connection information

– Includes iSCSI ports

1.3.2  Monitoring the performance of resources in the web-based GUI

You can use the web-based GUI to monitor and troubleshoot the performance of monitored 
storage systems and switches. You can also: 

� Schedule performance monitors to collect key performance metrics and notifications of 
threshold violations. Metrics can help you measure, identify, and troubleshoot 
performance issues and bottlenecks in your storage. Threshold violations alert you when 
the performance of a monitored resource falls outside of a specified range.

� Customize views of performance so that you can analyze specific resources and metrics 
during time ranges that you specify.

� View performance information in a chart or table format to help you quickly identify where 
and when performance issues are occurring. The chart is a visual representation of how 
the performance of resources trend over time.

� Drill down into resources to view detailed information about the performance of internal 
and related resources. For example, if a SAN Volume Controller is shown in the chart, you 
can quickly view and compare the performance of its internal and related resources, such 
as disks, volumes, ports, managed disks, and back-end storage.

� Implement server-centric monitoring of SAN resources without requiring a Storage 
Resource agent.

1.3.3  Cloud configuration in the web-based GUI

For the web-based GUI, you can now create service classes and capacity pools to classify 
and separate storage resources. You create service classes to describe capabilities and 
characteristics of storage resources for future provisioning requests.

You create capacity pools to optionally divide storage resources in the way that is appropriate 
for your environment or your business needs. For example, storage resources for different 
departments within an organization can be separated into different capacity pools. Future 
provisioning and optimization requests can be restricted to storage within a capacity pool.

To work with service classes and capacity pools, from the navigation pane in the web-based 
GUI, select Advanced Analytics  Cloud Configuration.

For more information about this topic, refer to Chapter 7, “Cloud configuration and 
provisioning” on page 147.
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1.3.4  Provisioning in the web-based GUI

As of Tivoli Storage Productivity Center V5.2, you can provision storage by using the 
web-based GUI. You use the Provision Storage wizard to assign storage to servers and 
hypervisors. The wizard guides you through the steps for provisioning volumes or shares.

Using the wizard, you request the amount of storage you need and a service class. The 
service class acts as a set of requirements for the placement of the volume or share. Tivoli 
Storage Productivity Center identifies the storage resources that can provide the requested 
capacity and that can also satisfy the requirements of the service class. From the storage 
resources that can provide the capacity and the service class, Tivoli Storage Productivity 
Center creates a recommendation for storage placement that is based on storage system free 
space and performance data. You can choose whether to continue provisioning according to 
the recommendation.

Use the web-based GUI to manage tasks that are created by the Provision Storage wizard. 
For example, you can start a provisioning task or schedule a provisioning task to run at a 
specified date and time.

1.3.5  Identifying hot spots in the web-based GUI

The utilization value for each pool is provided on the Pools page in the web-based GUI. The 
utilization value is an estimate of the average daily utilization of the physical resources such 
as controllers, disks, ports, and nodes that are associated with the pool. The value is 
calculated based on the performance data that was collected for the pool on the previous day.

By scanning the utilization values for pools on a storage virtualizer, such as SAN Volume 
Controller, you can identify the hot spots or the pools that have high utilization values on the 
storage virtualizer. You can also determine the course of action that you take. For example, if 
some of the pools on a tier have high utilization values and some have low utilization values, 
you can use the Balance Pools wizard to redistribute volumes across the storage tier. 
However, if all of the pools on a tier have high utilization values, you can use the Analyze 
Tiering wizard to balance the pools by retiering the most active volumes.

1.3.6  Retiering volumes in the web-based GUI

With the Analyze Tiering wizard, you tier volumes automatically or based on the criteria that 
you set in tiering policies. For example, you can tier volumes based on the volume workload 
or on file usage, or both.

Depending on the conditions that are set in the tiering policy, recommendations are 
generated. You can reduce storage costs by moving volumes, for example, with low 
workloads to lower or less expensive tiers. You can also improve performance and use 
storage more efficiently by moving volumes with heavy workloads to the tiers that best meet 
their workload requirements. 

Use the web-based GUI to manage tasks that are created by the Analyze Tiering wizard. For 
example, you can schedule tiering analysis and execution tasks, implement tiering 
recommendations, and pause or resume tiering execution tasks. More information about 
analyzing tiering is available in the web-based GUI online help. See 1.3.13, “Help function” on 
page 9 for how to use the help function.
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1.3.7  Balancing pools in the web-based GUI

With the Balance Pools Analysis wizard, you can balance the workload of volumes across 
pools on the same tier. The pools are analyzed and recommendations are generated to move 
volumes from pools with high utilization values to pools with low utilization values. 

Use the web-based GUI to manage tasks that are created by the Balance Pools Analysis 
wizard. More information about balancing pools is available in the web-based GUI online help.

Additional information about balancing pools can be found in Chapter 9, “Storage 
optimization” on page 207.

1.3.8  Transforming storage in the web-based GUI

With the Transform Storage wizard, you can complete the following tasks for one or more 
volumes in storage virtualizer pools:

� Move volumes from one storage virtualizer pool to another pool in the same storage 
virtualizer pool

� Move volumes in a storage virtualizer pool to an IBM Easy Tier enabled pool

� Convert fully allocated volumes to thin provisioned volumes and convert thin provisioned 
volumes to fully allocated volumes

� Convert fully allocated volumes to compressed volumes and convert compressed volumes 
to fully allocated volumes

� The pools are analyzed, for example, to ensure that there is sufficient space in the pool to 
convert volumes or add volumes, and recommendations are generated. 

Use the web-based GUI to manage tasks that are created by the Transform Storage wizard. 
More information about transforming storage is available in the web-based GUI online help.

Additional information about transforming storage can be found in Chapter 8, “Transforming 
volumes” on page 189. 

1.3.9  Managing data collection jobs in the web-based GUI

Use the web-based GUI to schedule one or multiple data collection jobs such as probes and 
performance monitors to collect key data and metrics about monitored resources. You can 
also schedule the upgrade of a Storage Resource agent for a server. Scan jobs for servers 
are still managed in the stand-alone GUI. In Tivoli Storage Productivity Center V5.2, you can 
complete the following data collection jobs by using the web-based GUI:

� Schedule probes and performance monitors.

� View performance monitor and probe logs.

� Start a probe run.

� Start or stop a performance monitor run.

� Schedule deployment and upgrade of Storage Resource agents.

When you upgrade Tivoli Storage Productivity Center from a version that is earlier than V5.2, 
the existing probe and performance monitor jobs are automatically migrated.
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1.3.10  Reports in the web-based GUI

The following features are new for reports that are in the web-based GUI:

� Performance troubleshooting reports

You can now view reports to analyze the performance of resources and to troubleshoot 
performance issues. For example, to compare up to four performance metrics for multiple 
switches over time, you can view the Compare Performance of Multiple Switches report. 
To compare one performance metric on one pool over two time periods, you can view the 
Compare Performance of One Pool over Time Ranges report.

You can also now view reports about the capacity of hypervisors and reports that show the 
most active servers and hypervisors. You can also use the Performance Data Export 
report to export the performance metrics data for one or more resources on a storage 
system. The data is exported to a spreadsheet file in Microsoft Excel file format.

The storage virtualizer part of the Performance package has been removed. The 
Performance package now treats all systems as storage systems, even if they are 
configured as storage virtualizers.

� Scheduling and distributing reports

You can schedule reports and specify to create the report output in HTML, PDF, and other 
formats. You can also configure reports to save the report output to your local file system, 
and to send reports as email attachments.

� Reorganization of reports folders

The predefined reports are now organized by resource. For example, to access reports 
about storage system pools, go to IBM Tivoli Storage Productivity Center Predefined 
Reports  Storage Systems  Pools.

Each report and folder has hover help and a description that is displayed in the Details 
View of Tivoli Common Reporting.

� Changes to report style

The visual appearance of all predefined reports was changed to match more closely the 
appearance of the web-based GUI. You can customize the report templates to change the 
logo that is displayed in the output of all reports. You can also change the title that is 
displayed in the output of a report.

1.3.11  Tivoli Storage Productivity Center maintenance

You can check overall status of Tivoli Storage Productivity Center by using the new System 
Management page in the web-based GUI. The following tasks includes:

� Maintaining system components such as the Data server, Device server, and DB2 
database

� Maintaining and improving DB2 performance via DB2 runstats

� Troubleshooting and gathering system log files for IBM Software Support

Additionally, login status is fully customizable on a per user basis.

1.3.12  Tivoli Storage Productivity Center Cinder driver

If you run IBM SmartCloud Virtual Storage Center and host a cloud environment based on 
OpenStack, you can use the Tivoli Storage Productivity Center Cinder driver to manage block 
storage and service classes. 
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See the following link for more information about the Cinder driver:

http://www.ibm.com/support/knowledgecenter/SSNE44_5.2.2/com.ibm.tpc_V522.doc/fqz0_
c_sds_openstack.html?lang=en

1.3.13  Help function

In the web-based GUI, there is help available for all windows and functions. Instead of only 
providing a comprehensive help function in which to search, the help function directs you to 
the information needed for the function or window currently in focus.

For example, when you are in the main window (Dashboard), click the question mark “?” in 
the upper right corner, marked with “1”, as shown in Figure 1-1.

Figure 1-1   Dashboard help

You see the help function marked with “2”, which is called “Dashboard”. Clicking that opens a 
new window in your browser, which provides you help about how to navigate and use the 
Dashboard by taking you directly to that item in the help menu (Figure 1-2 on page 10).
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Figure 1-2   Help about Dashboard

There is a similar help function if you are in the “Advanced Analytics” menu and have selected 
“Optimization”. Clicking the help icon in the upper right corner provides you with help about 
“Optimization”. See Figure 1-3.

Figure 1-3   Help optimization

From the help menu shown in Figure 1-2, it is possible to search for any word that you might 
have question about. Simply enter the word in the search field upper left corner, and click 
“Go”.

1.4  Installation changes 

IBM Tivoli Integrated Portal and IBM Tivoli Common Reporting components are no longer 
embedded in the Tivoli Storage Productivity Center installation software. To run Tivoli Storage 
Productivity Center reports, you must install Jazz for Service Management Version 1.1.0.3, 
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Websphere Application Server 8.5.0.1, Tivoli Common Reporting Version 3.1.0.1, and Tivoli 
Common Reporting Version 3.1.0.2. 

You must install Jazz for Service Management from the Tivoli Storage Productivity Center 
installation program. For more information about installing Tivoli Storage Productivity Center, 
see Chapter 2, “Installation and upgrade checklist and considerations” on page 15. 

1.5  VMware

Tivoli Storage Productivity Center V5.2 supports the vSphere Web Client extension, and 
vSphere Storage APIs for Storage Awareness (VASA) Provider features support vSphere 
5.1/5.5 and provides better integration. With the vSphere Web Client extension and the VASA 
Provider, you can complete the following tasks:

� Provision storage capacity by using service classes and capacity pools.

� Additionally, you can choose to create data stores on your storage volumes.

� View mapping of your virtual storage resources to storage systems monitored by Tivoli 
Storage Productivity Center.

� View metrics for your storage systems.

� View information about the fabric that is connected to a storage adapter.

� Share certain Tivoli Storage Productivity Center alerts to be displayed as events or alarms 
in vCenter. 

� When a locale does not have a translated version, the vSphere Web Client extension is 
displayed in English, which is the default language.

1.5.1  Tivoli Storage Productivity Center VASA Provider

Tivoli Storage Productivity Center VASA Provider enables the Tivoli Storage Productivity 
Center administrator to bring visibility of Tivoli Storage Productivity Center managed storage 
resources to a vCenter server administrator. vSphere Storage APIs – Storage Awareness, is 
commonly referred to as VASA. For VMware vSphere users, the Tivoli Storage Productivity 
Center VASA Provider improves the ability to monitor and automate storage-related 
operations in VMware environments.

The Tivoli Storage Productivity Center storage administrator can share certain Tivoli Storage 
Productivity Center alerts and storage capabilities for resources that are mapped to a vCenter 
server. The Tivoli Storage Productivity Center VASA Provider provides the underlying 
connectivity, and is automatically deployed and running after a Tivoli Storage Productivity 
Center installation. You must register a Tivoli Storage Productivity Center server to view its 
information in vCenter storage reports and views. For more details about the Tivoli Storage 
Productivity Center VASA Provider, see 10.6, “Tivoli Storage Productivity Center VASA 
Provider” on page 260.

Note: There is a new Application role that enables users of other applications to use the 
provisioning capability of Tivoli Storage Productivity Center to provision storage. For 
example, a VMware user with this role can provision storage in the vSphere GUI by using 
the vSphere Web Client extension for Tivoli Storage Productivity Center.
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1.6  Agentless server management

The agentless server is a new server definition available with Tivoli Storage Productivity 
Center V5.2, in addition to the Tivoli Storage Productivity Center Storage Resource agent 
(SRA).

An agentless server gives you the chance to model a host server, either a physical server or 
virtual machine, in Tivoli Storage Productivity Center without deploying an SRA. This is really 
useful in those situations where you cannot or do not want to deploy an SRA (either for 
security restrictions in providing administration credentials or simply to avoid loading a 
production server with agent code).

In Tivoli Storage Productivity Center V5.2 and later, you can add servers without deploying 
Storage Resource agents and still view the overall connectivity and capacity of those servers.

An agentless server is a server or virtual machine that is monitored by Tivoli Storage 
Productivity Center but does not have a Storage Resource agent deployed to it. In Tivoli 
Storage Productivity Center, you can view the connectivity of all your top-level resources in a 
SAN environment. These resources include servers, hypervisors, fabrics, switches, and 
storage systems. In previous releases, to get a complete view of the connectivity between 
servers and other top-level resources, you were required to deploy Storage Resource agents 
on all of those servers.

For details about agentless servers and how to deploy them, refer to Chapter 4, “Server 
Resource Management” on page 61. 

1.7  Cognos reporting

You can view predefined reports and create custom reports about Tivoli Storage Productivity 
Center in Tivoli Common Reporting. You access reports from the Tivoli Storage Productivity 
Center web-based GUI, and work with the reports in Tivoli Common Reporting. Tivoli 
Common Reporting provides the reporting service for Tivoli Storage Productivity Center 
reports. Tivoli Common Reporting includes IBM Cognos® reporting software. For a complete 
list of performance reports in Tivoli Common Reporting/Cognos see page 145.

You can view over 70 predefined reports about the capacity and performance of your 
resources in Tivoli Common Reporting. Charts are automatically generated for most of the 
predefined reports. Depending on the type of resource, the charts show statistics for space 
usage, workload activity, bandwidth percentage, and other statistics. You can schedule 
reports and specify to create the report output in HTML, PDF, and other formats. You can also 
configure reports to save the report output to your local file system, and to send reports as 
mail attachments. 

With the proper security authorization you can view the following types of predefined reports:

� Reports about the capacity and relationships of your resources
� Reports about performance
� Reports about historical capacity
� Reports about storage tiering
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1.8  Tivoli Storage Productivity Center for Replication

The Tivoli Storage Productivity Center for Replication GUI updates were implemented with 
the goal to move Tivoli Storage Productivity Center for Replication closer to the Unified user 
interface without forcing existing users to learn a new interface without major code changes. 

The updates include:

� Login page
� Dashboard
� Create Session wizard
� Session manipulation
� Page containers
� Status icons
� Table color schemes
� The Add Subsystem wizard was updated to use an icon-based menu

Use this information to learn about new features and enhancements in IBM Tivoli Storage 
Productivity Center for Replication Version 5.2.2. This information highlights the changes 
since the last release of Tivoli Storage Productivity Center for Replication.

For more information about Tivoli Storage Productivity Center for replication for open 
systems, V5.2, see Tivoli Storage Productivity Center for Replication for Open Systems, 
SG24-8149.

1.8.1  New session type for IBM System Storage SAN Volume Controller and
IBM Storwize

The Global Mirror fail-over/fail-back with change volumes session is available for SAN Volume 
Controller and Storwize storage systems that use change volumes. Change volumes contain 
point-in-time images that are copied from the host and target volumes. The host change 
volume stores changes from the host volume. These changes are sent from the host change 
volume to the target volume, and then to the target change volume.

The use of change volumes can significantly reduce replication traffic because only data that 
was changed is replicated.

The Device server and Replication server now run on WebSphere Application Server Liberty 
Profile, instead of the embedded WebSphere Application Server. 

The ability to open pages in the Tivoli Storage Productivity Center for Replication GUI from 
the Replication Management node in the stand-alone GUI is no longer available. In Tivoli 
Storage Productivity Center V5.2 and later, you must start the Tivoli Storage Productivity 
Center for Replication GUI as a stand-alone application in a web browser. 

1.9  Tivoli Storage Productivity Center Service Management 
Community

Connect, learn, and share with Service Management professionals: product support technical 
experts who provide their perspectives and expertise. Access Service Management Connect 
at the following web page:

https://www.ibm.com/developerworks/servicemanagement 
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Use Service Management Connect in the following ways:

� Become involved with transparent development, an ongoing, open engagement between 
other users and IBM developers of Tivoli products. You can access early designs, sprint 
demonstrations, product roadmaps, and prerelease code.

� Read blogs to benefit from the expertise and experience of others.

� Use wikis and forums to collaborate with the broader user community.
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Chapter 2. Installation and upgrade 
checklist and considerations

In this chapter, we look at a Tivoli Storage Productivity Center V5.2 installation, and at 
upgrading an existing Tivoli Storage Productivity Center instance. The focus of this chapter is 
to provide guidelines to help you through the installation or upgrade. We refer to the Tivoli 
Storage Productivity Center documentation, providing additional hints and tips we discovered 
while creating our environment.

2

Note: For our Tivoli Storage Productivity Center installation and upgrade, we installed 
V5.2.2. 
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2.1  Obtaining the Tivoli Storage Productivity Center V5.2 code

Whether you want to do a fresh installation or upgrade your existing Tivoli Storage 
Productivity Center installation, obtaining the code is done in the same way. We have written 
this section before the installation and upgrade section because it applies to both.

The Tivoli Storage Productivity Center code is only available as a download for registered 
users. A refresh pack code is available on the IBM Fix Central support website here:

http://www-933.ibm.com/support/fixcentral

Depending on if you are a client, an IBM Business Partner, or working for IBM, there are 
different ways to obtain the code. Typically, you will use IBM Passport Advantage® or 
PartnerWorld. For detailed information about how to download the installation images for IBM 
Tivoli Storage Productivity Center V5.2.2 using the Passport Advantage Online website, visit 
the following site:

http://www.ibm.com/support/docview.wss?&uid=swg24037338

2.1.1  Code package download

Several packages can be downloaded; however, following are the three major parts:

� Tivoli Storage Productivity Center

� IBM DB2 Enterprise Server Edition

� Optionally: 

– Tivoli Common Reporting/Cognos

– Jazz for Service Management (JazzSM)

– WebSphere Application Server

Use the search text and download the files listed in Table 2-1 (in our case we installed V5.2.2 
code).

Table 2-1   Tivoli Storage Productivity Center download files for Windows

Tivoli Storage Productivity 
Center Select Edition

Tivoli Storage Productivity 
Center

IBM SmartCloud Virtual 
Storage Center Storage 

Search text Tivoli Storage Productivity 
Center Select Edition V5.2.2

Tivoli Storage Productivity 
Center V5.2.2

Virtual Storage Center 5.2.2

Part 1 of 2

File name:

IBM Tivoli Storage 
Productivity Center Select 
Edition V5.2.2 Windows 1 of 
2, Multilingual (CIZJ7ML)

TSPC_SEL_EDITION_V5.2.
2_WIN_1_OF_2.zip

IBM Tivoli Storage 
Productivity Center V5.2.2 
Windows 1 of 2, Multilingual 
(CIZI3ML)

TSPC_V5.2.2_WINDOWS_
1_OF_2.zip

IBM Tivoli Storage 
Productivity Center 
Advanced V5.2.2 Windows 1 
of 2, Multilingual (CIZK0ML)

TPC_ADVANCED_V5.2.2_
WINDOWS_1_OF_2.zip

Part 2 of 2

File name:

IBM Tivoli Storage 
Productivity Center V5.2.2 
Windows 2 of 2, Multilingual 
(CIZI6ML)

TSPC_V5.2.2_WINDOWS_2
_OF_2.zip

IBM Tivoli Storage 
Productivity Center V5.2.2 
Windows 2 of 2, Multilingual 
(CIZI6ML)

TSPC_V5.2.2_WINDOWS_
2_OF_2.zip

IBM Tivoli Storage 
Productivity Center V5.2.2 
Windows 2 of 2, Multilingual 
(CIZI6ML) 

TSPC_V5.2.2_WINDOWS_
2_OF_2.zip
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As you can see, only the name of the first .zip file is different for each of the three licenses.

Regardless of the Tivoli Storage Productivity Center license that you have, you will also need 
to download the DB2 database file: 

� IBM DB2 Enterprise Server Edition V10.1 Fix Pack 3a Windows AMD64 & Intel EM64T 
(X64) for Tivoli Storage Productivity Center V5.2.2.0, Multilingual (CIZJ2ML) 

If you install the reporting solution, you will need the following images:

� Jazz for Service Management 1.1.0.3 for Windows Multilingual (Launchpad, PRS, Jazz 
Repository, Tivoli Directory Integrator) (CIXA4ML) 

The .zip file name is JAZZ_FOR_SM_1.1.0.3_FOR_WIN.zip

� IBM WebSphere Application Server V8.5.0.1 for Jazz for Service Management for 
Windows Multilingual (CIFS5ML) 

The .zip file name is WAS_V8.5.0.1_FOR_JAZZSM_WIN_ML.zip 

� IBM Tivoli Common Reporting V3.1.0.1 for Windows Multilingual (CIN3KML) 

The .zip file name is ITCR_3.1.0.1_FOR_WINS.zip

� IBM Tivoli Common Reporting V3.1.0.2 for Windows Multilingual (CIXA8ML) 

The .zip file name is ITCR_3.1.0.2_FOR_WINS.zip

2.1.2  Extracting the source files

After you have downloaded the code, you need to extract the compressed files before 
beginning the installation. 

Tivoli Storage Productivity Center 
In our scenario, we install the Tivoli Storage Productivity Center V5.2.2 code for Windows. 
The two installation image files must be extracted into the same directory. In our environment, 
we extracted the files into the c:\install\TPC_5.2.2.0_windows_disk1 directory. 

While you extract the files, if you are prompted to merge (or replace) folders or files with the 
same name, select Merge/Replace.

The file names for the Windows install images are:

� TSPC_V5.2.2_WINDOWS_1_OF_2.zip
� TSPC_V5.2.2_WINDOWS_2_OF_2.zip

IBM DB2 Enterprise Server Edition Version 10.1 Fix Pack 3a
Run the self extracting DB2 executable files. By default, the files are extracted to a temporary 
location deep in the hierarchy. Therefore, we specified the c:\install\db2 directory.

The file name for the DB2 image is:

� DB2ESE10.1FP3aWA64IEM64TX64TSPC5.2.2.exe 

Note: If the installation images are downloaded to a Windows directory that has spaces or 
unusual special characters in the name, Tivoli Storage Productivity Center does not install 
correctly.
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Tivoli Storage Productivity Center reports 
To run Tivoli Storage Productivity Center reports, you must install Jazz for Service 
Management and Tivoli Common Reporting from the Tivoli Storage Productivity Center 
installation program. You can install Tivoli Storage Productivity Center without reports and 
then later install Jazz for Service Management and the Tivoli Storage Productivity Center 
reports. 

Extract Jazz for Service Management, IBM WebSphere Application Server for Jazz for 
Service Management, and IBM Tivoli Common Reporting into one directory. In our 
environment, we used the c:\install\jazzsm directory. 

The file names for the Windows install images are:

� JAZZ_FOR_SM_1.1.0.3_FOR_WIN.zip
� WAS_V8.5.0.1_FOR_JAZZSM_WIN_ML.zip
� ITCR_3.1.0.1_FOR_WINS.zip
� ITCR_3.1.0.2_FOR_WINS.zip

2.1.3  Installing or upgrading considerations

You can download and extract the compressed installation files on any system. However, it is 
a requirement to have the installation files locally on the server on which you are going to 
install Tivoli Storage Productivity Center V5.2.x, or upgrade the existing Tivoli Storage 
Productivity Center. If you mount a network drive with the Tivoli Storage Productivity Center 
installation files and try to run the setup from there, it simply will not work.

2.2  Installation outline

This section is intended to provide a checklist for a fresh Tivoli Storage Productivity Center 
V5.2.2 installation to help you through all the installation phases and steps.

2.2.1  Planning phase checklist

In this section, we document the tasks that are part of planning a Tivoli Storage Productivity 
Center installation. Refer to IBM Tivoli Storage Productivity Center Installation and 
Configuration Guide, SC27-4058 for details about each listed item:

1. Select the Tivoli Storage Productivity Center license.

The first task is to choose the required Tivoli Storage Productivity Center license, based 
on your environment and requirements. The available Tivoli Storage Productivity Center 
licenses and related functions are summarized in Table 2-2. 

Table 2-2   Tivoli Storage Productivity Center functions by license

License name Pricing Available functions

IBM Tivoli Storage 
Productivity Center

By capacity � Basic functions of Data, Disk, Fabric, and 
Performance management

� Device support
� Full Tivoli Storage Productivity Center for 

Replication functionality
� File Shares provisioning

IBM Tivoli Storage 
Productivity Center 
Select Edition

By enclosure
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2. Choose the Tivoli Storage Productivity Center installation environment: single-server or 
multiple-server. 

A multiple-server environment may be suitable for large storage environments, where one 
server is not sufficient to manage the Tivoli Storage Productivity Center components. 
Other considerations are customer policies on server location and database placement. 

Table 2-3 summarizes the available Tivoli Storage Productivity Center installation types 
and scenarios. 

Table 2-3   Tivoli Storage Productivity Center installation types and scenarios

IBM SmartCloud Virtual 
Storage Center Storage 

By capacity � Same basic functions as Tivoli Storage 
Productivity Center or Tivoli Storage Productivity 
Center Select Edition

Plus:
� Storage tiering optimization
� Volume workload distribution across pools in the 

same tier
� Files Shares and Block storage provisioning
� Automatic zoning configuration to create zones 

during block storage provisioning to connect a 
server to a storage system

� Configuration analysis and history
� Policy management
� Server probes and scans
� Profiles
� Database scanning and analysis
� Chargeback

Note: Performance testing has indicated that a local Tivoli Storage Productivity Center 
database repository works best for reporting with Cognos.

Installation Type Components installed on Server A Components installed on Server B

Single Server 
install

Pre-requisites:
� DB2
� JazzSM
Installed:
� Tivoli Storage Productivity Center 

database repository
� Tivoli Storage Productivity Center 

server (Data, Device, and 
Replication)

� Tivoli Storage Productivity Center 
Storage Resource agent

� Tivoli Storage Productivity Center 
stand-alone GUI

� Tivoli Storage Productivity Center 
web-based GUI (web server)

� Tivoli Storage Productivity Center 
CLI

� Tivoli Storage Productivity Center 
reports

n/a

License name Pricing Available functions
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You will notice in Table 2-3 on page 19 that for multi-server installations two DB2 
databases are required. The reason is that, currently, JazzSM/Tivoli Common Reporting 
always requires a local DB2 installation. We have indicated that with (*).

Multiple Server 
Install Scenario # 1

Pre-requisite:
� DB2
Installed:
� Tivoli Storage Productivity Center 

database repository
� Tivoli Storage Productivity Center 

server (Data, Device, and 
Replication)

� Tivoli Storage Productivity Center 
Storage Resource agent

� Tivoli Storage Productivity Center 
stand-alone GUI

� Tivoli Storage Productivity Center 
web-based GUI (web server)

� Tivoli Storage Productivity Center 
CLI

Pre-requisite:
� DB2
� JazzSM (*)
Installed:
� Tivoli Storage Productivity Center 

reports

Multiple Server 
Install Scenario # 2

Pre-requisite:
� DB2
Installed:
� Tivoli Storage Productivity Center 

database repository

Pre-requisite:
� n/a
Installed:
� Tivoli Storage Productivity Center 

server (Data, Device, and 
Replication)

� Tivoli Storage Productivity Center 
Storage Resource agent

� Tivoli Storage Productivity Center 
stand-alone GUI

� Tivoli Storage Productivity Center 
web-based GUI (web server)

� Tivoli Storage Productivity Center 
CLI

Multiple Server 
Install Scenario # 3

Pre-requisite:
� DB2
Installed:
� Tivoli Storage Productivity Center 

database repository

Pre-requisite:
� DB2
� JazzSM (*)
Installed:
� Tivoli Storage Productivity Center 

server (Data, Device, and 
Replication)

� Tivoli Storage Productivity Center 
Storage Resource agent

� Tivoli Storage Productivity Center 
stand-alone GUI

� Tivoli Storage Productivity Center 
web-based GUI (web server)

� Tivoli Storage Productivity Center 
CLI

� Tivoli Storage Productivity Center 
reports

Installation Type Components installed on Server A Components installed on Server B
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3. Verify system requirements.

For information about the capacity for Tivoli Storage Productivity Center V5.2.x, refer to 
the capacity guidelines here:

http://www.ibm.com/support/docview.wss?uid=swg27039550

Memory requirements and installation notes:

The minimum memory requirement for Tivoli Storage Productivity Center V5.2 is 12 GB. 
The 8 GB RAM is just for evaluation environments. These requirements are minimum 
requirements, so for optimal performance from your Tivoli Storage Productivity Center 
server you might want to have additional RAM and CPUs. 

Installation notes

In our Windows environment, we successfully installed Tivoli Storage Productivity Center 
on the C: drive of the server. Tivoli Storage Productivity Center, DB2, and JazzSM can be 
installed on drives other than the default C drive for Windows (or / “root” for AIX®). The 
following benefits and considerations for not installing on the C drive are:

– By installing Tivoli Storage Productivity Center, DB2, and JazzSM on a drive other than 
the C drive, we are not using space assigned for the operating system.

– Running out of space on the C drive can cause performance degradation due to a lack 
of swap space. This can result in Windows being unable to write to log and temporary 
files, which could possibly lead to an operating system crash.

JazzSM

There are two choices you can make when installing JazzSM: 

– Install JazzSM on your C drive. If you choose to do this, you will need an additional 
11 GB. This requirement is in addition to the 12 GB required for Tivoli Storage 
Productivity Center.

– Install JazzSM on a drive other than C, your “E” drive for example.

Note: We recommend the single-server installation where possible for several reasons: 

� The complexity of the installation and future upgrades is far less in a single-server 
environment.

� The service.bat/sh tool runs on the server where Tivoli Storage Productivity Center 
is installed. Therefore, in a multiple-server environment troubleshooting might not be 
as easy as if Tivoli Storage Productivity Center is running on a single server, and the 
service.bat/sh tool can collect all of the log files.

� Backing up a Tivoli Storage Productivity Center environment is much simpler if you 
have to back up only one server. 

Recommendation: Either have sufficient space on the C drive, or install on another 
drive, for example E. If installed on a drive with insufficient space for DB2, refer to: Tivoli 
Storage Productivity Center Advanced Topics, SG24-8236, Chapter 3, Database and 
server considerations.

Note: If you choose to install JazzSM on a drive other than your C drive, in addition to 
the 11 GB of available space on your other drive, you will still need to have 5 GB of free 
space available on your C drive for temporary files. 
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The 5 GB of temporary space can be pointed to another location by changing the TMP 
and TEMP location for: $USER\Application\data\ from your Windows environment as 
shown in the following steps:

a. From Control Panel  System and Security  System, click Advanced system 
settings as shown in Figure 2-1.

Figure 2-1   System properties

b. Then, click Environment Variables as shown in Figure 2-2.

Figure 2-2   Environment variables

c. You can now change the TMP and TEMP location for the user that is installing Tivoli 
Storage Productivity Center Application. In this example, the user is dk021887 and 
TEMP and TMP need to be changed to E:\temp. We click the line with TMP marked 
“1”, and then Edit, marked “2” as shown in Figure 2-3 on page 23.
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Figure 2-3   TEMP environment variables

4. Plan the installation method in a Windows domain. 

Choose between using local user accounts or domain user accounts for the Tivoli Storage 
Productivity Center Common User and the Tivoli Storage Productivity Center database 
user.

For more details about using local or domain user IDs for the installation or on using an 
external authentication server, see Chapter 5, “Configuration and administration tasks” on 
page 85.

5. Plan for Tivoli Storage Productivity Center for Replication implementation. 

In a disaster recovery scenario, ensure that your Tivoli Storage Productivity Center for 
Replication is accessible if a disaster occurs.

6. Verify user names and passwords requirements and define users. 

A useful worksheet to document the user names and password is provided in IBM Tivoli 
Storage Productivity Center Installation and Configuration Guide, SC27-4058. 

Note: We do not suggest using a mix of local and domain IDs for a single Tivoli Storage 
Productivity Center server. We suggest using local accounts where possible, as this 
has no effect on the type of user IDs that can log in to Tivoli Storage Productivity 
Center. Using domain IDs for users of Tivoli Storage Productivity Center is still possible 
when you install Tivoli Storage Productivity Center with local IDs for the technical user 
IDs.
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7. Plan the role definition for Tivoli Storage Productivity Center users.

In Tivoli Storage Productivity Center V5.2.2, the roles that were defined in previous 
versions have been consolidated into a set of three roles, as described in Table 2-4.

Table 2-4   Previous product versions roles mapping in V5.2.2

Refer to IBM Tivoli Storage Productivity Center Installation and Configuration Guide, 
SC27-4058 for details about Tivoli Storage Productivity Center V5.2 roles and role to 
group mapping.

8. Plan for managing and monitoring resources including storage systems, hypervisors, file 
systems, and switches with Tivoli Storage Productivity Center.

Assess the scope of your environment, based on the managing and monitoring needs, in 
order to:

– Define the communication methods (native API, SNMP protocol, SRA agent, SMI-S 
agent). 

Note: Here are the special characters allowed. Because you can use separate users for 
WebSphere and DB2, we show the allowed characters by application:

WebSphere password: '[', ']', '?', '`', '~', '!', '(', ')', '-', '_', and '.'

DB2 password: '$', '~', '@', '#', '(', ')', '-', '_', '{', '}', and '.'

If you are using the same password for DB2 and WebSphere, the special character 
needs to be supported by both. Therefore, for example the Tivoli Storage Productivity 
Center common user password should only contain these special characters:

Tivoli Storage Productivity Center common user: '~', '(', ')', '-', '_', and '.'

Roles in previous versions Roles in Tivoli 
Storage 
Productivity Center 
5.2.2

Superuser

Productivity Center administrator

Disk administrator

Fabric administrator

Data administrator

Tape administrator

Administrator

Disk operator

Fabric operator

Data operator

Tape operator

Monitor

This role did not exist in versions 
5.1 or earlier

External Application
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– Verify if the interoperability requirements are met. You can find the Supported 
Hardware, Products and Platforms Interoperability Matrix Links technote here:

http://www.ibm.com/support/docview.wss?&uid=swg21386446&

– Plan and implement all the possibly required actions to meet the interoperability 
requirements (for example, SAN switches or storage devices firmware update, device 
driver update).

9. Plan for Data Path Explorer.

2.2.2  Installation

The intent of this section is to give a checklist of the actions needed for a correct Tivoli 
Storage Productivity Center V5.2.2 fresh installation, pointing out the differences with 
previous Tivoli Storage Productivity Center versions and specific points of attention.

We refer to the installation scenario we have implemented in our test environment, consisting 
of an IBM VSC license installation on a Windows system, single-server installation type.

For detailed information about how to download the installation images for IBM Tivoli Storage 
Productivity Center V5.2 using the Passport Advantage Online website, go to the following 
link:

http://www.ibm.com/support/docview.wss?&uid=swg24037338

For a detailed description of each installation step, refer to the IBM Tivoli Storage Productivity 
Center Installation and Configuration Guide, SC27-4058. 

Changes in Tivoli Storage Productivity Center V5.2.2 installation 
process

The following list is an overview of the changes in Tivoli Storage Productivity Center V5.2.2 
installer:

� Jazz for Service Management 1.1.0.3, WebSphere Application Server 8.5.0.1, Tivoli 
Common Reporting 3.1.0.1, and Tivoli Common Reporting 3.1.0.2:

– Needed for Tivoli Storage Productivity Center Cognos based reports.

– Tivoli Storage Productivity Center installer will launch the JazzSM Installer. You can 
choose to install all Tivoli Storage Productivity Center components except Tivoli 
Storage Productivity Center reports, and at a later time, install JazzSM and Tivoli 
Storage Productivity Center report.

Important: A CIM agent is required to implement performance monitoring on: 

� IBM DS3000/4000/5000/6000
� SAN switch (some metrics can be collected using SNMP)
� Non-IBM storage subsystem

For some vendors, a licensed version of the CIM agent is required.

Note: Data Path Explorer visualization though web-based GUI requires Flash Player to 
be installed on the server from where the web-based GUI is executed.
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� Tivoli Integrated Portal is no longer used by Tivoli Storage Productivity Center.

– Tivoli Storage Productivity Center web-based GUI is now hosted on the embedded 
WebSphere Application Server.

� Device and Replication Servers hosted on WebSphere Application Server Liberty profile.

– WebSphere Application Server Liberty profile is a lightweight web server with a very 
small footprint. It is a replacement for Embedded WebSphere Application Server.

– Windows scheduled tasks are used to restart these servers on windows platforms.

� Web server hosted on WebSphere Application Server 8.5.0.1.

– Web-based GUI, Storage Management API for Cloud (SMAC), and Vsphere plug-in 
applications are running on this server.

– It will serve as the main authentication server for Tivoli Storage Productivity Center.

– WebSphere Application Server Administrative Console added to manage user 
authentication and configure Tivoli Storage Productivity Center with LDAP.

� Consolidated the Tivoli Storage Productivity Center server start and stop scripts.

– Available in <TPC_Install_Dir>/scripts directory (Example: Data Server - 
startTPCData.bat|sh and stopTPCData.bat|sh).

Pre-installation steps
Before starting the installation of Tivoli Storage Productivity Center, complete the following 
steps: 

� Verify that Tivoli Storage Productivity Center server is defined in the domain name system 
(DNS) Server.

� Verify or edit the etc/hosts file.

JazzSM requires the entry localhost in etc/hosts file. Typically, in Windows the file 
contains the entry “127.0.0.1 localhost” commented out.

Open the file C:\Windows\System32\drivers\etc\hosts using notepad and verify that the 
line localhost is uncommented as shown in Example 2-1. 

Example 2-1   hosts file 

# localhost name resolution is handled within DNS itself.
127.0.0.1       localhost

Note: The Tivoli Storage Productivity Center installer will have to install the Tivoli 
Storage Productivity Center specific reports into the JazzSM/Tivoli Common 
Reporting solution in any case. We suggest to first start the Tivoli Storage 
Productivity Center installer and select to install the reporting from there. This has 
the advantage that you can open the “Learn how to install..” page (an example can 
be seen in Figure 2-4 on page 29). In addition, the Tivoli Storage Productivity Center 
will create a Windows service to start the reporting after a reboot.

Important: We strongly recommend the use of DNS. Tivoli Storage Productivity Center 
always uses a fully qualified name, thus if Tivoli Storage Productivity Center is not 
defined to a DNS Server, you will have problems when navigating through the Tivoli 
Storage Productivity Center panes and pop-up windows.
26 IBM Tivoli Storage Productivity Center V5.2 Release Guide



� Verify the language settings.

Often, your operating system is installed and the interface is using one language, but 
when you install additional software it uses a different language because there are several 
ways to detect the language of the system, and if you have not set all settings to the same 
language, you can end up having mixed languages.

The Tivoli Storage Productivity Center web-based GUI will use the language setting of 
your browser. We suggest you set the rest of Tivoli Storage Productivity Center to use the 
English language because that will also determine how logs are written. This affects how a 
problem can be handled by IBM support.

Here is a link to a whitepaper on how to set the language for all components when Tivoli 
Storage Productivity Center runs on a Windows server:

http://www.ibm.com/support/docview.wss?uid=swg27038231

Even though it was written for Tivoli Storage Productivity Center 5.1, it remains valid for 
Tivoli Storage Productivity Center 5.2.x.

� Install DB2.

The DB2 Windows version shipped in the product package is DB2 10.1 Fix Pack 3a for 
Windows (64-bit).

Execute the v10.1fp3a_ntx64_server.exe file and install the product following the detailed 
instructions provided in IBM Tivoli Storage Productivity Center Installation and 
Configuration Guide, SC27-4058. 

� Extract the Tivoli Storage Productivity Center installation packages (see section 2.1, 
“Obtaining the Tivoli Storage Productivity Center V5.2 code” on page 16 for more details).

In our installation scenario, we chose to install JazzSM at the same time of Tivoli Storage 
Productivity Center installation in order to exploit the Tivoli Storage Productivity Center 
reporting capabilities.

Note: Make sure that you start the notepad application as Administrator. We have seen 
situations where you could edit and save the file, but changes were not written into the 
same location, so the changes did not have any effect. Open the file after your changes 
to verify that the changes have been saved.

Note: The DB2 Control Center is no longer available as of DB2 10. To administer your 
database, you can use IBM Data Studio. IBM Data Studio installation is included with 
the DB2 version 10.1 product installation. The DB2 Setup wizard provides an option to 
install Data Studio components.

Tip: If you do not want to create the Tivoli Storage Productivity Center database and 
the Tivoli Common Reporting database on the Windows C: drive, you should now 
change the DB2 default database location setting. To do this, use the update dbm 
config using dftdbpath <drive>: command.

Note: If you do not need to implement Tivoli Storage Productivity Center reports, you 
can choose not to install JazzSM and install only Tivoli Storage Productivity Center.

In any case, you can decide to install JazzSM at any time after the Tivoli Storage 
Productivity Center installation.
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– Extract all the TPC disk1 parts in the same folder. We used the 
C:\install\TPC_5.2.2.0_windows_disk1 folder.

The distribution code is composed of several files that refer to different parts of the Tivoli 
Storage Productivity Center code. The part1 file differs depending on the license, as 
shown in the following example list for Windows:

• TSPC_V5.2.2_WINDOWS_1_OF_2.zip for Tivoli Storage Productivity Center license 
(formerly Tivoli Storage Productivity Center Basic Edition).

• TSPC_SEL_EDITION_V5.2.2_WIN_1_OF_2.zip for Tivoli Storage Productivity Center 
Select Edition license.

• TPC_ADVANCED_V5.2.2_WINDOWS_1_OF_2.zip for Tivoli Storage Productivity Center 
Advanced Edition (VSC) license.

The remaining parts are the same for all the Tivoli Storage Productivity Center licenses.

The files that we downloaded and installed were related to the VSC license:

• TPC_5.2.2.0_AE_windows_disk1_part1.zip

• TPC_5.2.2.0_windows_disk1_part2.zip

– Extract the following files in a new folder. We used the C:\install\jazzsm folder. 

• JazzSM file: IBM-jazzsm-launchpad-1.1.0.3-windows64.zip

• WebSphere Application Server file: IBM-was-8.5.0.1-windows64.zip

• Common Reporting file:

1.1.0-TIV-JazzSM-TCR-WIN64-MR001.zip
1.1.0-TIV-JazzSM-TCR-WIN64-FP002.zip

Installation steps
1. Launch the Tivoli Storage Productivity Center installation program. In our scenario, it is 

located in: C:\install\TPC_5.2.2.0_windows_disk1\TPC\setup

2. Select a language and click OK.

3. Read the program license agreement and click I accept both the IBM and the non-IBM 
terms.

Important: If the installation images are downloaded to a Windows directory that has 
spaces or unusual special characters in the name, Tivoli Storage Productivity Center 
does not install correctly.

Note: Future Tivoli Storage Productivity Center program temporary fix (PTF) levels 
could present more parts for the disk1 file. Make sure that all the parts are downloaded 
and extracted in the same folder.

Note: In the file list, you might also see a Tivoli Common Reporting package 
containing the CFN acronym. This package is the Cognos Framework Manager 
Development Tool and is not required.

Note: Run the installation program as Administrator: right-click setup and select Run 
as administrator.
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4. In the Before You Begin: Prerequisites panel, we chose to install the optional reporting 
features, JazzSM, and Tivoli Common Reporting, by clicking Install now (Figure 2-4).

Figure 2-4   Before You Begin: Prerequisites panel

The following steps are specifically for the JazzSM installation:

a. In the Install Jazz for Service Management panel, specify the location of the JazzSM 
installation file, that in our installation scenario is C:\install\jazzsm.

b. In the Welcome to Jazz for Service Management 1.1.0.3 panel, choose Custom 
Installation (Figure 2-5 on page 30).

Note: If you click the Learn how to install these components link, you will have access 
to the JazzSM installation using the launchpad on Windows document.

Important: We suggest you install JazzSM using the Tivoli Storage Productivity Center 
installer because this is the only way the JazzSM windows services are created. The 
service will not be created if the JazzSM installer is launched stand-alone.

If you decide to install the reporting later, be sure to use the Tivoli Storage Productivity 
Center installer.
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Figure 2-5   Welcome to Jazz for Service Management 1.1.0.3 

c. In the Custom Workflow panel, a summary of the available JazzSM services and 
supporting middleware that can be installed is shown. Click Next.

d. In the Specify Jazz for Service Management Home Location click Next. The empty 
Existing environment field means that you do not have an existing Jazz for Service 
Management installation (Figure 2-6 on page 31).
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Figure 2-6   Specify Jazz for Service Management Home Location panel

e. In the Specify Source Location panel, leave the prefilled values and click Next. 

f. In the Select Operations panel, choose to install only Reporting Services and IBM 
WebSphere Application Server, as shown in Figure 2-7 on page 32. As you can see, 
the IBM DB2 Enterprise Server Edition entry is disabled because we have already 
installed DB2. The DB2 installation files have not been added to the JazzSM 
installation folder. 
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Figure 2-7   Select Operations panel

g. In the license agreement panel, select I accept the terms in the license agreement 
and click Next.

h. In the Specify Installation Locations panel, you can specify an installation location or 
leave the predefined paths. We suggest that you use the predefined paths as shown in 
Figure 2-8 on page 33. The DB2 installation location entry is disabled because we 
have already installed DB2. 

Important: If you plan to configure Lightweight Directory Access Protocol (LDAP) 
authentication by using IBM System Storage DS8000 Storage Manager or IBM System 
Storage SAN Volume Controller, you must install Security Services.
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Figure 2-8   Specify Installation Locations

i. In the Specify Credentials panel, complete the credential entries for WebSphere 
Application Server administrator and DB2, as shown in Figure 2-9 on page 34. 
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Figure 2-9   Specify Credentials panel

Notes: 

WebSphere Application Server user: 

The WebSphere Application Server administrator is a new user, and you can change 
the predefined name and set the password. This new user is not a user in the local 
operating system. It will be created in the WebSphere file repository, and it will be the 
only user that can access the reporting part of Tivoli Storage Productivity Center after 
the installation. You can change the WebSphere configuration at a later date to be able 
to use the operating system users. You can also enable LDAP or Active Directory 
servers for the reporting.

Connecting to DB2:

To allow Tivoli Storage Productivity Center access to the TPCDB database, you must 
specify a user with administrative role to DB2 and to the operating system. 

For example, change the user smadmin, which is pre-filled and is the default value, to 
db2admin to match the DB2 administrator credentials created during the DB2 
installation. 

Important: Be sure to assign different user IDs for the WebSphere Application Server 
administrator and to the DB2 administrator, otherwise Tivoli Storage Productivity Center 
will have problems later on. 
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In the Run Tasks panel, review the tasks sequence marked with “1” and click Run, marked 
with “2”. See Figure 2-10.

Figure 2-10   Review tasks and start install

j. You can view status and details, marked with “1”, of each task as it completes. See 
Figure 2-11. By clicking the corresponding View Details button in the Review Results 
panel, you can get more details about that task. When all tasks complete, click Exit in 
the left navigation tree.

Figure 2-11   Installation progress

k. If any task fails, click the “View Details” button and search for FAIL in the text file. An 
example of an error during installation is shown in Example 2-2 on page 36. When the 
error is corrected, simply click “Custom” marked with a “2” in Figure 2-11 to restart 
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installation. All entered and selected options are remembered, making a retry very 
simple.

Example 2-2   Install error

Property Result  Found Expected                                                                        
======== ======  ===== ========                                                                        
os.localhostInHostsFile FAIL    False True 

l. Return to the Install Jazz for Service Management panel, either by clicking the 
“Done” button in lower right corner, or “Exit” in the menu to the left (shown in 
Figure 2-11 on page 35). Notice that this time Install now is disabled. See Figure 2-12. 

Figure 2-12   Cognos installation complete

The JazzSM installation is complete. You can proceed with Tivoli Storage Productivity 
Center installation by clicking OK. 

5. In the Choose Installation Location and Type panel, select the installation location or 
accept the defaults and choose Single server as Installation Type. See Figure 2-13 on 
page 37.
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Figure 2-13   Installation location

6. In the Single Server Installation Information panel, enter the DB2 administrator 
credentials that you defined during the DB2 installation. See Figure 2-14 on page 38.
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Figure 2-14   Enter DB2 credentials

Note: If you plan to install Tivoli Storage Productivity Center in a large environment, you 
should consider changing the default location of the Tivoli Storage Productivity Center 
database and store it on fast disks (typically SAN logical unit numbers (LUNs)). In addition, 
consider using separate disks for the DB2 redo logs, as for any other large database 
installation.
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7. In the Configure Jazz for Service Management and Tivoli Common Reporting panel, 
enter the JazzSM credentials that you defined during the JazzSM installation (Figure 2-19 
on page 45). See Figure 2-15 for an example.

Figure 2-15   JazzSM credentials

8. In the Preinstallation Summary panel, review the installation information and click 
Install. The installation takes about 1 hour, depending on your server hardware 
configuration.

9. When the installation is complete, in the Installation Completed panel, the links to 
connect to Tivoli Storage Productivity Center and Tivoli Storage Productivity Center for 
Replication web user interfaces are shown. Click Done to close the wizard.

2.2.3  Post-installation tasks

After the Tivoli Storage Productivity Center installation, you should perform all or some of the 
following post-installation tasks, depending on your environment:

� Verify the Tivoli Storage Productivity Center installation, as detailed in IBM Tivoli Storage 
Productivity Center Installation Guide, SC27-4058.

� Configure Tivoli Storage Productivity Center to send mail notifications from the Alert 
Notifications panel available in the web-based GUI.

� Configure Tivoli Storage Productivity Center to send SNMP traps to an SNMP Manager 
from the Alert Notifications panel available in the web-based GUI.

� Configure LDAP environment.

� If required, implement Role to Group Mapping for Tivoli Storage Productivity Center users.
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� In order to monitor and administer a DB2 environment, download and install IBM Data 
Studio V 3.2 or later. Downloadable file and installation instructions are available at the 
following web address:

http://www.ibm.com/support/docview.wss?uid=swg24033663

� Setting up your browser to use the Tivoli Storage Productivity Center web-based GUI:

– Check that your browser is supported. 

– Adjust the firewall so that the Tivoli Storage Productivity Center web-based GUI can be 
reached from other systems. 

– Adjust your browser’s software to block pop-up ad windows. 

– For the data path viewer, you need Adobe FlashPlayer.

Proceed with the Tivoli Storage Productivity Center configuration tasks, as detailed in 
Chapter 5, “Configuration and administration tasks” on page 85. 

2.3  Upgrade summary

You can upgrade from Tivoli Storage Productivity Center Version 4.2.2 (or later) or Version 5.1 
(or later) to Tivoli Storage Productivity Center Version 5.2. In this section, we upgraded to 
Version 5.2.2.

2.3.1  Planning considerations

In the following sections, planning considerations for Tivoli Storage Productivity Center 
upgrades are discussed.

Considerations applicable to both Tivoli Storage Productivity Center 
4.2.x and Tivoli Storage Productivity Center 5.1.x upgrades

The following list is a summary of the considerations for upgrading your Tivoli Storage 
Productivity Center from a prior version to V5.2.2:

� Windows 2003 and Windows 2008 32-bit environments are no longer supported by Tivoli 
Storage Productivity Center V5.2.2. In order to upgrade older Tivoli Storage Productivity 
Center installations, the operating system must be migrated to a Windows 64-bit 
environment first.

� The new Tivoli Storage Productivity Center V5.2.2 minimum memory requirement is 
12 GB. Verify if additional memory is required for your Tivoli Storage Productivity Center 
server. 

� DB2 9.7 32-bit version is not supported in Tivoli Storage Productivity Center V5.2. DB2 
must be upgraded to the 64-bit version first. Refer to the IBM Tivoli Storage Productivity 
Center Installation Guide, SC27-4058 for details about the DB2 upgrade.

� In Tivoli Storage Productivity Center V5.2.2 Tivoli Integrated Portal (TIP) is no longer used. 
During the Tivoli Storage Productivity Center upgrade process, you can choose to 
preserve the old TIP instance, for example, if it is being shared with another product. 
Otherwise, we suggest you uninstall TIP in order to preserve system resources.

� The LDAP configuration settings are not migrated from TIP to JazzSM. You have to 
manually configure the JazzSM with LDAP repository using the WebSphere Application 
Server Administrative Console. Refer to the IBM Tivoli Storage Productivity Center 
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Installation Guide, SC27-4058 for details about JazzSM configuration with LDAP 
repository.

� The roles that were previously defined in Tivoli Storage Productivity Center were 
consolidated in two roles (see Table 2-4 on page 24).

� TIP data is not migrated. You need to manually migrate the Tivoli Common Reporting 
reports and any custom Tivoli Common Reporting reports:

– If you had configured Tivoli Common Reporting Version 2.1.1 by using the internal 
content store, go to the following link for detailed migration steps:

http://www.ibm.com/support/knowledgecenter/SSEKCU_1.1.0/com.ibm.psc.doc_1.1.
0/tcr_original/ttcr_upgrading.html

– If you had configured Tivoli Common Reporting Version 2.1.1 by using an external 
content store such as DB2 and Oracle, go to the following link for detailed migration 
steps:

http://www.ibm.com/support/knowledgecenter/SSEKCU_1.1.0/com.ibm.psc.doc_1.1.
0/tcr_original/ttcr_upgrading_external.html

The migration procedures will migrate the existing default reports definitions; they will not 
be overwritten by the new definitions. Therefore, reports with duplicated names will be 
shown.

After extracting reports from Tivoli Common Reporting 2.1.1 and importing to TCR 3.1.0.2, 
Cognos Public Folders will look as shown in Figure 2-16. The highlighted packages are 
from Tivoli Storage Productivity Center 5.1.x. 

Figure 2-16   Cognos Public Folder

Important: If your DS8000 or SAN Volume Controller (SVC) storage system is 
configured to use Single Sign On with Tivoli Storage Productivity Center, the DS8000 or 
SVC has the TIP information stored in their configuration. This must be switched back 
to local authentication during the upgrade of Tivoli Storage Productivity Center because 
TIP will no longer be used and should be uninstalled.

Just to be on the safe side, you might want to revert to OS authentication for Tivoli 
Storage Productivity Center itself as well during the upgrade. In addition, check your 
documentation on the values you need for re-enabling LDAP and Active Directory at a 
later time.

Note: Refer to the IBM Redbooks publication IBM Tivoli Storage Productivity Center 
V5.1 Technical Guide, SG24-8053 for details about how to customize the export of 
reports from Tivoli Storage Productivity Center V5.1.
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– Refer to the Tivoli Common Reporter User Guide, SC14-7613 for details about 
exporting BIRT reports.

Considerations for Tivoli Storage Productivity Center 5.1.x upgrades
� Tivoli Common Reporting 3.1.0.1 uses DB2 as the external content store. Tivoli Common 

Reporting 2.1.1 uses Derby as the external content store by default. However, some of the 
Tivoli Storage Productivity Center users have configured Tivoli Common Reporting 2.1.1 
to use DB2 as the content store after installation. These users need to follow a special 
procedure documented in the JazzSM IBM Knowledge Center in order to install Tivoli 
Common Reporting 3.1.0.1 reusing the Tivoli Common Reporting 2.1.1 external content 
store. The procedure is available at the following web address:

http://www-01.ibm.com/support/knowledgecenter/SSEKCU_1.1.0/com.ibm.psc.doc_1.1.
0/tcr_original/ttcr_upgrading_external.html

Considerations for Tivoli Storage Productivity Center 4.2.x upgrades
� Tivoli Storage Productivity Center V5 does not support CAS-based Data or Fabric agents. 

You need to migrate these agents to Storage Resource agents (SRAs). This can be done 
before migration (recommended) or after migration as well. Refer to IBM Tivoli Storage 
Productivity Center Version 5.1 Installation and Configuration Guide, SC27-4058 for 
further details.

� The Tivoli Storage Productivity Center V5 database schema has changed for performance 
and configuration history functions. Depending upon on the amount of history data you 
have, it could take from a few minutes to several hours for the installer to transform this 
data. The installer provides a time estimate. You can choose to drop the history data 
during the installation.

2.3.2  Pre-upgrade steps

Before we list the general upgrade steps, we need to make one important suggestion.

The pre-upgrade steps are listed here: 

1. Back up the Tivoli Storage Productivity Center database and Tivoli Storage Productivity 
Center server (machine backup) to provide a point of restore if the upgrade fails. 
Instructions for backing up the Tivoli Storage Productivity Center database using DB2 
backup CLI command is provided in our documentation. Refer to IBM Tivoli Storage 
Productivity Center Version 5.2 Installation Guide, SC27-4058 for further details about 
DB2 backup.

2. If you have any BIRT reports, extract the BIRT reports from TIP.

3. If you have created any custom Tivoli Common Reporting reports, extract the Tivoli 
Common Reporting reports from Tivoli Common Reporting 2.1.1.

4. If you have a standby server configured for the Tivoli Storage Productivity Center for 
Replication server, make the Tivoli Storage Productivity Center for Replication instance on 

Important: If you are using the default probe jobs for the scheduling of data collection for 
your devices, you should move all those devices to a user-defined probe job. During this 
project, we realized that while the upgrade will work, you will not be able to change the 
alert configuration of default probe jobs after the upgrade. If you had defined your own jobs 
before the upgrade, you do not need to define new jobs. We only could verify that when 
upgrading from Tivoli Storage Productivity Center V5.1. We cannot say if this problem 
exists or if this solution works when you upgrade from other versions. 
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the stand-by server active. Make the Tivoli Storage Productivity Center for Replication 
server you are upgrading the standby server.

5. If you have CAS-based Data or Fabric Agents, migrate these agents to SRA agents. This 
can be done before migration (recommended) or after migration as well.

6. Upgrade the DB2 version to the level supported by Tivoli Storage Productivity Center 
V5.2.2.

2.3.3  Upgrade steps

The upgrade steps are similar to installation steps described in “Pre-installation steps” on 
page 26, except for the DB2 installation step that has to be skipped because you already 
have DB2 installed:

1. Verify or edit the etc/hosts file (see “Pre-installation steps” on page 26).

2. Extract the installation packages (see the extraction steps in “Pre-installation steps” on 
page 26).

3. Launch the Tivoli Storage Productivity Center installation program (see “Installation steps” 
on page 28) and follow the same steps as for a fresh installation. During Tivoli Storage 
Productivity Center installation steps, the following additional panels (not present during a 
fresh installation) are displayed:

– Migrate Data Agents and Fabric Agents panel. The panel shown in Figure 2-17 is 
displayed only if, in a Tivoli Storage Productivity Center 4.2.x upgrade scenario, the 
wizard detects CAS agents (Data Agents or Fabric Agents) in your environment.

Figure 2-17   Migrate Data Agents and Fabric Agents panel

Note: If you select the Migrate the Data and Fabric agents before upgrading 
option, the panel presents a Quit button. The Quit button closes the installation 
wizard or gives you the option to update the Agent.
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– Migrate Performance and Configuration History Data panel. This panel is displayed 
in a Tivoli Storage Productivity Center 4.2.x upgrade scenario. It gives you the 
possibility to migrate or discard this data, as shown in Figure 2-18. 

Figure 2-18   Migrate Performance and Configuration History Data
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– Uninstall Tivoli Integrated Portal panel. This panel is displayed in both Tivoli Storage 
Productivity Center V4.2.x and Tivoli Storage Productivity Center V5.1.x upgrade 
scenarios, as shown in Figure 2-19. 

Figure 2-19   Uninstall Tivoli Integrated Portal panel

2.3.4  Post-upgrade tasks

After the Tivoli Storage Productivity Center migration is complete, verify the correct upgrade 
of your Tivoli Storage Productivity Center environment by implementing verification steps, 
using as a guideline the checklist provided in section 2.2.3, “Post-installation tasks” on 
page 39.

In addition, you must verify that all the tasks and schedules defined in the former Tivoli 
Storage Productivity Center environment (performance monitoring jobs, reporting jobs) are 
correctly redefined and active in your new Tivoli Storage Productivity Center V5.2 
environment.

Note: You should choose to preserve the old TIP instance only if it is being shared 
with another product. Otherwise, uninstall it to reclaim system resources.
Chapter 2. Installation and upgrade checklist and considerations 45



2.4  Installing Reporting at a later date

If you did not install the Reporting component, when you click the Reporting icon in the 
web-based GUI you will see the message stating that reporting is not installed, and a link to 
install information. See Figure 2-20.

Figure 2-20   Tivoli Storage Productivity Center web-based GUI when Reporting is not installed

Follow the steps listed below to install JazzSM using the Tivoli Storage Productivity Center 
installer:

1. Download and extract the code (see 2.1, “Obtaining the Tivoli Storage Productivity Center 
V5.2 code” on page 16).

2. Verify or edit the etc/hosts file (see“Pre-installation steps” on page 26).

3. Start the Tivoli Storage Productivity Center installer. 

In the Before You Begin: Prerequisites panel, choose to install the optional Reporting 
features, JazzSM and Tivoli Common Reporting, by clicking Install now, as shown in 
Figure 2-21 on page 47.

Note: Although the Learn how documentation can help you with installing JazzSM, we 
strongly recommend starting one step earlier with using the Tivoli Storage Productivity 
Center installer to install JazzSM for a more simple workflow of the installation.
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Figure 2-21   Before You Begin: Prerequisites panel

4. Continue the installation steps of the JazzSM component as described in step a on 
page 29 through step k on page 35. 

5. Continue the installation steps in the Tivoli Storage Productivity Center installer to install 
the Tivoli Storage Productivity Center specific reports in the Reporting environment.

6. Restart the Tivoli Storage Productivity Center web-based GUI using the following service 
on Windows:

IBM WebSphere Application Server V8.0 - TPCWebServer

Note: If you click the Learn how to install these components link, you have access to 
the JazzSM installation by using launchpad on Windows guide.
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Chapter 3. Setting up authentication

With the introduction of the web-based GUI, the desire to use external authentication servers 
is growing. Tivoli Storage Productivity Center supports using Lightweight Directory Access 
Protocol (LDAP) or Active Directory (AD) as authentication methods. 

In this chapter, we explain how you can use Tivoli Storage Productivity Center together with 
external authentication services and what you need to understand in order to configure this 
correctly. 

We sometimes use the term external authentication server and sometimes directory server in 
this chapter. Both terms mean the same here, but there are times we want to emphasize one 
or the other characteristic, so we use both terms. Specifically, we discuss Tivoli Storage 
Productivity Center user roles and Cognos authentication. A more complete guide to setting 
up authentication can be found in the IBM Redbooks publication IBM Tivoli Storage 
Productivity Center: Beyond the Basics, SG24-8236.

3
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3.1  User roles in Tivoli Storage Productivity Center V5.2.2

The user role concept has changed in Tivoli Storage Productivity Center V5.2.2. We discuss 
the changes in this section. 

3.1.1  Assigned roles 

The number of roles have been reduced. There are now only the three roles available as 
listed in Table 3-1.

Table 3-1   New roles in Tivoli Storage Productivity Center V5.2.2

The basic concept is still the same: You assign a role to a group of users so all users in that 
group can perform certain actions in Tivoli Storage Productivity Center.

If you had Tivoli Storage Productivity Center V5.1 or earlier running, the existing roles will be 
mapped to the new roles as described in Table 2-4 on page 24. 

With Tivoli Storage Productivity Center V5.2.2, the role to group mapping has been migrated 
to the web-based GUI. You will find a new icon on the bar on the left under Settings  User 
Management, as shown in Figure 3-1 on page 51. 

Role Users that are assigned this role 

Administrator Can use every function in Tivoli Storage Productivity Center and by 
default, the following groups are assigned the Administrator role:
� Windows: Administrators
� Linux: root
� AIX: system

External Application Cannot log in to the Tivoli Storage Productivity Center GUI. This 
role should be used for external applications that use the Tivoli 
Storage Productivity Center provisioning functions, such as:
� vSphere Web Client Extension for Tivoli Storage Productivity 

Center
� IBM SmartCloud Storage Access

Monitor Can log in to Tivoli Storage Productivity Center but cannot execute 
any function. A user with this role will still be able to see all 
information and open log files, but the only actions that this person 
can do are:
� Acknowledge Alerts
� Acknowledge a non-normal status
� Set the tier level of a storage pool
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Figure 3-1   Tivoli Storage Productivity Center User Management

From this panel, you can also directly launch into the WebSphere Integrated Solutions 
Console. That is where you configure the authentication mechanism like Active Directory and 
LDAP.

3.1.2  Adding groups

To allow a new group of users to work with Tivoli Storage Productivity Center, they have to be 
a member of a group in the operating system or in the directory server. The following steps 
show you how you can allow all the users of the group called TPC_Admin to log in to Tivoli 
Storage Productivity Center with the role of administrator.

1. From Figure 3-2, click Add Group. 

Figure 3-2   Add Group panel

2. Enter a search string and click Search.
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3. From the results of the search, select the group or search again as shown in Figure 3-3. 

Figure 3-3   Select group

4. Select the Role from the Role drop-down list. It can be one of the three roles in Table 3-1 
on page 50. 

5. Click OK to complete the group assignment.

3.2  Authentication for Tivoli Storage Productivity Center 
Reporting/Cognos

As with Tivoli Storage Productivity Center, there is authentication and authorization required 
to be able to use the Tivoli Storage Productivity Center Reporting/Cognos. 

The authentication for Tivoli Storage Productivity Center Reporting/Cognos is by default set to 
a single user only (typically smadmin) after the installation. The reason is that this 
component uses a separate WebSphere Application Server. If you want to use any other user 
ID, additional configuration is required. 

Once you have adjusted the authentication settings, you can log in with a user ID from the 
configured repository. By default, the Tivoli Storage Productivity Center reports are available 
to all authenticated users. You do not have to do any kind of role to group mapping, but you 
can if wanted.

There is another item that you might want to configure so you do not have to reenter your user 
ID and password when you launch Cognos based reports from the Tivoli Storage Productivity 

Note: You do not need any prefix in the search string, but when you want to restrict the 
search to look for local OS groups, use this syntax:

<server name>\<group name>

If you use Method 2 (implicit), you can also use the following syntax to search for 
domain groups:

<domain name>\<group name>
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Center web-based GUI. To remove this additional log in panel, you can configure Single 
Sign-on. We explain how to do that later in this chapter.

3.2.1  Using external authentication for Cognos

In the previous sections we explained how you can enable a WebSphere Application Server 
to work with an external user directory. For details, refer to IBM Redbooks publication Tivoli 
Storage Productivity Center Advanced Topics, SG24-8236, Chapter 5.6 “Configuration of 
WebSphere Application Server for LDAP/Active Directory Authentication”.

3.2.2  Using local OS authentication for Cognos

After the installation, Tivoli Storage Productivity Center Reporting using Cognos is set up with 
only a file-based user repository. During the installation only one user is created (typically the 
user is called smadmin), so only this one user can log in to Cognos.

Earlier in this chapter we briefly explained how to set up a WebSphere Application Server to 
use an external directory server for the authentication of users that want to work with Tivoli 
Storage Productivity Center. 

Now we describe how you can change the configuration of the JazzSM WebSphere to use 
any local OS user ID. The steps for this are basically the same as adding an external directory 
server:

1. Back up the WebSphere configuration. 

The IBM Tivoli Storage Productivity Center, Version V5.2.2 IBM Knowledge Center topic 
titled Adding an LDAP repository to the federated repositories describes the process to 
back up the WebSphere configuration. The topic can be found at: 

http://www.ibm.com/support/knowledgecenter/SSNE44_5.2.2/com.ibm.tpc_V522.doc/fq
z0_t_config_ldap_active_directory.html

2. Start the WebSphere Application Server administration console of JazzSM. 

– Use the start menu entry in Windows and follow the path:

Start  IBM WebSphere  IBM WebSphere Application Server V8.5  Profiles 
JazzSMProfile  Administrative Console

– Alternatively, you can use the following web page if you are using the default port:

http://<TPC server>:16316/ibm/console

– Log in with the smadmin user 

3. Add the directory server to the WebSphere Application Server configuration. 

Follow these steps to add the directory server as an additional repository to the 
configuration:

a. Open Security in the navigation on the left. 

Note: If you cannot get a web browser connection, make sure that any firewall between 
the browser and the Tivoli Storage Productivity Center server will allow incoming traffic 
to the WebSphere ports. You can also run the browser locally on the Tivoli Storage 
Productivity Center server. The WebSphere Application Server for JazzSM port is 
16316. 
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b. Click Global security and you will see the window in Figure 3-4. 

Figure 3-4   WebSphere Global security 

c. From here, click Configure to continue. The window shown in Figure 3-5 is presented. 

Figure 3-5   Global security, Federated repositories

d. You can see that there is only one repository defined, the InternalFileRepository. 

If you compare that with the WebSphere Application Server of Tivoli Storage 
Productivity Center, the localOS repository is not listed.

This means that you can only log in to Cognos with a user ID defined within 
WebSphere (InternalFileRepository) which by default is the smadmin. 

Click Manage repositories to continue to Figure 3-6 on page 55. 
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Figure 3-6   Global security  Federated repositories  Manage repositories

e. Click Add and select Custom repository from the drop-down list. Figure 3-7 is 
presented. 

Figure 3-7   New custom repository

f. On this panel, you must complete the information listed in Table 3-2 below and click 
Apply.

Table 3-2   Information for localOS repository

You also must define the Custom properties listed in Table 3-3. After each line you 
must click New to add another line to the Custom properties table in Figure 3-7. 

Table 3-3   Custom properties

Attribute Value

Repository identifier localOS

Repository adapter class name com.ibm.ws.wim.adapter.urbridge.URBridge

Name Value

groupDisplayNameProperty displayName

userDisplayNameproperty displayName
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After adding the Custom Properties, the panel will look similar to Figure 3-8. 

Figure 3-8   Repository information completed

g. When you are finished, click OK. WebSphere will exit that panel but you still must 
commit the changes in the next window as shown in Figure 3-9. 

Figure 3-9   Save changes

h. In the Messages pane, click Save. 

Once the changes have been saved, the Messages pane disappears; the Manage 
repositories panel stays open. 

i. Click Global security  Federated repositories to get back to Figure 3-10 on 
page 57. 

userSecurityNameProperty uniqueName

uniqueUserIdProperty uniqueId

uniqueGroupIdProperty uniqueId

groupSecurityNameProperty uniqueName

Name Value
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4. Enable the new repository and specify the search/Base Entry in the directory server. 

The next step is to tell WebSphere Application Server to use the new repository and 
specify where in the directory tree of the new repository it should look for users that 
attempt to log on to Tivoli Storage Productivity Center.

Figure 3-10   Global security  Federated repositories 

a. Click Add repositories (LDAP, custom, etc.) to continue to Figure 3-11. 

Figure 3-11   Add Base entry to Realm

b. As the Unique distinguished name of the base (or parent) entry in federated 
repositories use o=localOSAs. 

Note: This button is labeled differently depending on the version of WebSphere 
Application Server.
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When you are done, click OK and a confirmation dialog appears as shown in 
Figure 3-12. 

Figure 3-12   Save the changes

c. Enable the option “Allow operations if some of the repositories are down”. In the 
Messages pane, click Save to continue. 

d. Click Save.

5. Optionally: Disable the implicit domain lookup through the localOS repository.

If advised by IBM support, you should disable the lookup of Active Directory user IDs 
through the localOS context at this point.

6. Restart the WebSphere Application Server.

This step depends on which WebSphere Application Server you have configured:

– For the WebSphere Application Server of Tivoli Storage Productivity Center, restart the 
IBM WebSphere Application Server V8.0 - TPCWebServer service. 

– For the WebSphere Application Server of JazzSM, either restart the “IBM WebSphere 
Application Server V8.5 - JazzSMProfile” service, or use the Windows Start menu. 
Stop IBM WebSphere  IBM WebSphere Application Server V8.5  Profiles  
JazzSMProfile and select:

• Stop the server
• Start the server

Now you are done with the basic setup in WebSphere Application Server. 

Note: Before you restart the server, make sure that WebSphere was completely 
stopped. See 3.3.1, “Restarting WebSphere” on page 60. 
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For the purpose of letting users access reports in Cognos, no further steps are required. By 
default, Cognos will let any authenticated user access any report. If you want to restrict user 
access to reports, you need to change the report properties within Cognos.

3.2.3  Restrict access to Tivoli Storage Productivity Center reports in Cognos

Sometimes it becomes necessary to restrict the access to certain reports to a specific set of 
users. This is very similar to granting access to files and folders in a file system. 

The steps to restrict access to Cognos reports are documented in the Tivoli Storage 
Productivity Center IBM Knowledge Center in the topic titled Configuring security for Tivoli 
Common Reporting with the default authentication configuration. 

The topic in the Tivoli Storage Productivity Center IBM Knowledge Center can be found at the 
following location:

http://www.ibm.com/support/knowledgecenter/SSNE44_5.2.0/com.ibm.tpc_V52.doc/fqz0_t
_reports_security_configuring.html

Here is a brief outline of the steps you must complete:

1. Restrict administrative privileges for users in Tivoli Common Reporting. 

By default, every authenticated user in Cognos is a member of the Cognos administrators 
group. This configuration is implemented to reduce complexity but that needs to be reset.

2. Specify access to reports in Tivoli Common Reporting. 

Optionally, you can also restrict who has access to the Report Studio. Having access to that 
function means a user could open a report in the edit mode by mistake, make changes, and 
save the report. This might make the report unusable.

3.2.4  Single Sign-On

Even when Tivoli Common Reporting/Cognos is set up using the same authentication server 
that Tivoli Storage Productivity Center uses, you still must authenticate again when you 
launch the reporting. The reason is simple; behind the scenes the Tivoli Storage Productivity 
Center web-based GUI is running a different WebSphere Application Server than the Cognos 
component. For this reason, you need to authenticate again when you access the reports for 
the first time during a session.

There is a way to configure the WebSphere Application Server running Tivoli Common 
Reporting/Cognos to accept and use Single Sign-On tokens from the other WebSphere 
Application Server so that you do not need to enter a user ID and password. 

During this project, we did not have the possibility to test this setup. We provide a link to the 
Tivoli Storage Productivity Center IBM Knowledge Center with instructions on how to 
configure Tivoli Storage Productivity Center so that no passwords are required when you 
open the Cognos web-based GUI from the Tivoli Storage Productivity Center web-based GUI.

The web page is located at: 

Note: At this point of the configuration, you have only enabled WebSphere Application 
Server to accept user IDs that are defined in the local OS to authenticate. Those users do 
not yet have a role in the WebSphere administration console, so for example you will not be 
able to log on with the Windows Administrator user.
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http://www.ibm.com/support/knowledgecenter/SSNE44_5.2.0/com.ibm.tpc_V52.doc/fqz0_t
_config_tpc_jazzsm_sso.html

3.3  Issues during our testing

In the following section, we describe the following issues encountered during our testing and 
want to make you aware of them.

3.3.1  Restarting WebSphere

When you are restarting WebSphere, you should make sure that WebSphere is completely 
stopped before you restart it. When we used the Windows Start menu entries the stop script 
was finished quickly. We ran the start script. However, WebSphere Application Server was not 
completely stopped and so our changes were never activated.

We have not verified if the Windows service is having the same issue, but the safest way to 
make sure that WebSphere is stopped, is to look for these files:

� Tivoli Storage Productivity Center WebSphere: C:\Program 
Files\IBM\TPC\ewas\profiles\WebServerProfile\logs\webServer\webserv1.pid

� JazzSM WebSphere: C:\Program Files\IBM\JazzSM\profile\logs\server1\server1.pid

These files will get deleted when the WebSphere Application Server is successfully stopped. 
We typically rebooted the system because this was easier for us.

3.3.2  Error DPR-ERR-2107

There is a known issue that we saw on one test system. If you see the message shown in 
Figure 3-13 when you want to open the reporting from the Tivoli Storage Productivity Center 
web-based GUI menu, this is probably caused by having multiple sessions to multiple Tivoli 
Storage Productivity Center servers open in the same browser. When we used a different 
browser, or closed and reopened the browser, the error disappeared. 

Figure 3-13   DPR-ERR-2107 error message

Important: This will only work if you switched from the default file repository authentication 
to LDAP or to a local OS in the WebSphere Application Server that Cognos is using.

Use the following command:

JazzSM_install_directory\profile\bin\startServer.bat server1
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Chapter 4. Server Resource Management

This chapter describes the new agentless server and the Storage Resource agent (SRA) 
feature in a Tivoli Storage Productivity Center managed environment. It provides the 
information necessary to create a server object in Tivoli Storage Productivity Center, as well 
as information about what you can do with it. The differences between a server with a Storage 
Resource agent and an agentless server are described. 

An agentless server can be either a physical server or a virtual machine. Details on adding 
and managing a Hypervisor with Tivoli Storage Productivity Center are described in 
Chapter 10, “VMware vCenter Server configuration and use” on page 233. 

New for Tivoli Storage Productivity Center version 5.2.2 is the ability to add and manage 
Storage Resource agents via the Web-UI. Before this release, this function specifically ran 
from the stand-alone graphical user interface (GUI). All options have now been migrated to 
the web-based GUI for a more consistent feel to resource management.

4
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4.1  Agentless server function

The agentless server is a server definition available with Tivoli Storage Productivity Center 
V5.2, in addition to the Tivoli Storage Productivity Center SRA.

Agentless server gives you the ability to model a host server, either a physical server or a 
virtual machine, in Tivoli Storage Productivity Center without deploying a Storage Resource 
agent. This is really useful in those situations where you cannot or do not want to deploy a 
Storage Resource agent either for security restrictions in providing administration credentials, 
or simply to avoid loading a production server with agent code.

By the definition of agentless servers, it is possible (as with Storage Resource agents) to get 
a complete view of the connectivity between servers and other top-level resources. This is 
useful in troubleshooting scenarios to view performance data for connected subsystem and 
switch resources.

To gather server information, Tivoli Storage Productivity Center correlates resources 
consumed by the server from storage system host connections and fabric zone aliases. The 
agentless server thus shows server Fibre Channel Ports, HBAs, SAN-attached disks, and 
related SAN components.

4.1.1  Requirements for using agentless server

The following requirements apply when you want to use the agentless server function:

� License

You can use the plug-in with any version of Tivoli Storage Productivity Center.

� Tivoli Storage Productivity Center users permission

Only Tivoli Storage Productivity Center administrators can add agentless servers.

4.2  Implementing agentless server

It is possible to add an agentless server by simply providing the IP address or host name of 
the server. The following optional entries can be provided:

� OS type
� Location
� Virtual machine or physical server
� Worldwide port names (WWPN)

Tip: A Serverless Agent can be any grouping of worldwide port names (WWPNs) that you 
want to do reporting on, for example a Cluster of Application. 

Note: Agentless servers do not provide file system or local disk information. Use a Storage 
Resource agent to access that information.

Important: While adding WWPNs is optional, without WWPNs Tivoli Storage Productivity 
Center cannot correlate the SAN resources consumed by the server.
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The WWPNs are used by Tivoli Storage Productivity Center to correlate the agentless server 
with the storage systems, fabrics, and switches that are being monitored. For example, the 
ports that you enter for an agentless server are compared to the ports on host connections for 
monitored storage systems. If there is a match between the server and a host connection, you 
can view the connectivity between the server and storage system and the capacity of 
volumes that are assigned to the server.

Once an agentless server is defined to Tivoli Storage Productivity Center, it is added to the 
Servers pane (from the Tivoli Storage Productivity Center web-based GUI navigation pane 
select Server Resources  Server), as shown in Figure 4-1. 

Figure 4-1   Servers pane

There are multiple ways to create an agentless server:

� Manually (creates a single agentless server).
� From a CSV file (creates multiple agentless servers).
� From discovered servers known to Tivoli Storage Productivity Center.
� From subsystem Host Connection.
� From Fabric/Switch discovered ports.

The following sections describe the different ways to add an agentless server.

4.2.1  Adding an agentless server manually

In this section, we show an example on adding an agentless server manually. The server we 
add in this scenario is the Windows system with host name SSPC15.

This system has several volumes defined in the storage system named “SVC CF8”. A host 
connection with the name SSPC15 is defined on the storage system and visible in Tivoli 
Storage Productivity Center in the Host Connections panel. 

1. To access the Host Connections pane and display the host connections, select from the 
left navigation pane of the Tivoli Storage Productivity Center web-based GUI Storage 
Resources  Storage Systems and double-click the SVC CF8 system to access the 
detail pane. Finally, we choose the Host Connections entry from the Internal Resources 
section on the left side. See Figure 4-2 on page 64. 

Tip: If you want to deploy a Storage Resource agent to a server or virtual machine, use the 
web-based GUI and deploy an agent for full server monitoring.
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Figure 4-2   SVC CF8 host connection pane

2. Click the Ports field to see the Host Ports details that relate to an unknown resource. This 
is indicated in the Connected Resource field as a status of Unavailable (see Figure 4-3).

Figure 4-3   Host ports details
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3. Next, add the SSPC15 system as an agentless server. From the Tivoli Storage 
Productivity Center GUI left navigation pane, select Server Resources  Servers as 
shown in Figure 4-4. 

Figure 4-4   Servers pane

4. On the left of the top bar click Add Server. Agentless servers are added by default. The 
Add Server pane appears, as shown in Figure 4-5. 

Figure 4-5   Add Server pane

5. We select the Manually icon and click Next to access the configuration panel, where we 
complete the fields, as shown in Figure 4-6 on page 66. 
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Figure 4-6   Add Server configuration pane

6. After you click Next, Tivoli Storage Productivity Center starts the validating host 
information process. The SSPC15 host name matches host connections present in the 
Tivoli Storage Productivity Center environment (as shown in Figure 4-3 on page 64). A 
message prompt with the proposed WWPNs for the server is presented as shown in 
Figure 4-7. 

Figure 4-7   Add Server with message indicating additional ports added to the selection

7. From the “Add Server” pane, you can:

� Accept the proposed WWPN values.
� Discard the WWPNs, by clicking the red cross.
� Manually add WWPNs (either in addition to or replacing the proposed values) by entering 

the WWPN in the field and clicking Add.

Important: We suggest that you always double-check the WWPN values to avoid possible 
errors due to misspellings or duplicated host names.
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Since the proposed WWPNs are correct, we accept the values and click Finish. The 
agentless server is added to the Server pane, as shown in Figure 4-8.

Figure 4-8   Agentless server SSPC15 added in Servers pane

Functions available for agentless server
The following functions are available for the SSPC15 agentless server. The functions are 
accessible by right-clicking the server icon:

� View properties 

From the properties pane, you can review and modify the fields entered during the 
agentless server definition. See Figure 4-9. 

Figure 4-9   Server properties pane
Chapter 4. Server Resource Management 67



� View details 

The details pane summarizes in a single view information about configuration and 
performance (when available, depending on the performance job defined), for both internal 
and external related resources. See Figure 4-10. 

Figure 4-10   Details pane showing Overview of managed environment

� View Data Path 

The data path shows the connectivity between host connections, server, storage systems, 
and the fabrics through which the server receives storage. This view includes graphical 
and tabular representations of the top-level resources in a data path. Figure 4-11 on 
page 69 shows the graphical view of the data path. 
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Figure 4-11   Data Path: graphical view

� Provision storage

Storage provisioning with Tivoli Storage Productivity Center is detailed in 7.3, 
“Provisioning storage with Tivoli Storage Productivity Center” on page 172. 

� Analyze tiering 

The Tivoli Storage Productivity Center analyze tiering function is detailed in “Analyze 
Tiering function” on page 209.

� Modify ports 

From this pane, you can change the WWPNs of the server, as described in the comment 
to Figure 4-7 on page 66.

� Remove the agentless server 

Once removed, all the data associated with server will be removed, including historical 
data.

4.2.2  Adding one or more agentless servers via comma-delimited file

You can add one or more servers by importing configuration information from a 
comma-delimited file. In this section, we describe the content of the comma-delimited file and 
then show the steps to add an agentless server using the file. 

Each server has to be specified in a separate line with the format shown in Example 4-1. 

Example 4-1   Comma-delimited file example 

host name or IP address,OS type,machine type,location,WWPN

Where:

� host name or IP address are the only required fields.
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� OS type is optional. If specified, it can be one of the following values:

– Windows
– Linux
– AIX
– Solaris
– HPUX
– Other

� machine type determines if the server is a physical device or a virtual machine. The 
following values are allowed:

– Physical
– Virtual

� Location represents the physical location of the server.

� WWPN is the worldwide port name associated with the server. Since there can be any 
number of ports, the WWPN list is open ended. 

The optional fields can be omitted by using a comma as a placeholder. Comments are 
ignored and can be specified by the “#” character. Example 4-2 is a comma-delimited file 
example. 

Example 4-2   Comma-delimited file example

tpcblade2-12,,Virtual,,210000096B368FBC,210000096B368FBD # DS8K-2107-1302541
tpcblade2-8,Solaris,Physical,,210000096B366126,210000096B366127 # storea
9.1.83.98,Linux,Physical,San Jose,10000000C9643A7C # XIV-2812-7825410-IBM

1. From the Add Server pane shown in Figure 4-5 on page 65, we select the Import list 
from a file option and click Next. The Import List pane opens as shown in Figure 4-12. 

Figure 4-12   Import list from a file pane

2. In the Import list pane, click Choose File and browse to select the comma-delimited file. In 
our scenario, we saved the comma-delimited file as example.txt. When the file is selected 
click Finish. If there are syntax errors in the file, none of the servers in the file are added.
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In the Servers pane, the newly added agentless servers are highlighted as shown in 
Figure 4-13. 

Figure 4-13   Agentless servers added

4.2.3  Agentless server creation from Discovered Servers

Discovered servers are servers or virtual machines that were detected through a Windows 
domain discovery or hypervisor probe but are not being monitored. 

To add a discovered server as an agentless server, complete the following steps. 

1. Select one or more discovered servers that you want to add from the Discovered Server 
list. To access the list of discovered servers: 

– Click the Discovered Server option in the Add Server pane shown in Figure 4-5 on 
page 65.

– Click the Discovered Servers tab in the Servers pane as shown in Figure 4-14 on 
page 72.

Tip: If you add several servers in the same input file, the process might require some 
time to complete. To run the process in the background, click Close on the Add Server 
window.
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Figure 4-14   Discovered Servers tab in Servers pane

2. From the pane you can select one or more servers, right-click, and select Add Server to 
start the wizard described in “Adding an agentless server manually” on page 63.

After a discovered server is upgraded to an agentless server, it will no longer be shown in 
the Discovered Server list.

4.2.4  Agentless server creation from a subsystem host connection

Storage system host connections provide the server port to subsystem volume mapping 
configuration. 

You can use the host connection to represent a server. When you select a host connection, 
you are specifying the internal resources (volumes and ports) that belong to that server from 
the perspective of the related storage system. Ports found from other storage system host 
connections and fabric zone aliases may also be included in the list of potential ports.

Note: When you select one server to add from the list of discovered servers, you can 
configure additional information about that server. When you select multiple servers to 
add, the servers are automatically created without the possibility to add additional 
configuration information.

Note: Currently it is not possible to create multiple agentless servers from multiple host 
connections.
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In this section, we create an agentless server using a host connection definition for the 
storage system SVC_CF8. To use a host connection to add an agentless server, complete 
the following steps:

1. To access the host connection tab for SVC_CF8 storage system: 

– From the Tivoli Storage Productivity Center GUI, select Storage Resources  
Storage Systems and double-click the SVC_CF8 icon to open the detail pane. 

– Select Host Connections from the Internal Resources section as shown in 
Figure 4-15. 

Figure 4-15   Storage System details: Host Connection

The host connections pane shows in the Connected Resource column the servers already 
defined to Tivoli Storage Productivity Center: the Storage Resource agent poksrv3 and 
the agentless servers sspc15 and itso_svcb1.

2. To add itso_scva1 as an agentless server, right-click the icon and select Add Server to 
start the wizard described in “Adding an agentless server manually” on page 63. In this 
scenario the host name, OS type, and ports are pre-populated in the wizard panes.

After creation, the agentless server will be shown under the Connected Resource 
column as shown in Figure 4-16 on page 74. 
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Figure 4-16   itso_svca agentless server added as connected resource

4.2.5  Agentless server creation from a fabric or switch discovered ports

Fabric or switch discovered ports are ports connected to the fabric or switch where Tivoli 
Storage Productivity Center does not know the device that they belong to.

You can create an agentless server selecting one or more discovered ports. The process is 
similar to the manual creation described in 4.2.1, “Adding an agentless server manually” on 
page 63, but this time the ports are pre-populated. You can also add ports found from other 
subsystem host connection and fabric zone aliases. 

To create an agentless server from fabric or switch discovered ports, complete the following 
steps:

1. The Discovered Ports pane is accessible either through the Switch or Fabric detail pane. 
Open the Switches pane from the Tivoli Storage Productivity Center GUI. Select Network 
Resources  Switches and double-click the IBM_2498_B24 switch icon in our scenario. 

2. Select Discovered Ports from the Related Resources section as shown in Figure 4-17 
on page 75. 
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Figure 4-17   Discovered ports for switch IBM_2498_B24

From this pane, you can select one or more discovered ports to create an agentless 
server.

Note that it is up to you to verify that the chosen WWPNs are actually related to the server 
you want to define as an agentless server. Tivoli Storage Productivity Center does not 
control vendor identifiers in the WWPN. You will not receive error or warning messages. 
For example, Figure 4-18 shows the create agentless wizard when a DS4500 port is 
selected. 

Figure 4-18   Add server pane with erroneous DS4500 WWPN ports
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4.2.6  Agentless server creation from a switch discovered port

To illustrate the agentless server creation from a switch discovered port, we use a scenario 
based on the SSPC15 server that we previously defined in 4.2.1, “Adding an agentless server 
manually” on page 63.

We first remove the agentless server SSPC15 in order to make the server WWPNs available 
again in the Discovered Port pane. This allows us to create the agentless server again using 
the discovered port procedure.

Remove an agentless server 
To remove the agentless server, complete the following action: 

Open the Servers pane. From the Tivoli Storage Productivity Center GUI navigation pane, 
select Server Resources  Servers. Right-click the SSPC15 server and select Remove as 
shown in Figure 4-19. 

Figure 4-19   Removing an agentless server

Note: Remember to run a probe on Switch/Fabrics after removing the server.
76 IBM Tivoli Storage Productivity Center V5.2 Release Guide



Add the agentless server created from a switch discovered port
To add the agentless server created from a switch discovered port, complete the following 
steps: 

1. From the Discovered Ports pane shown in Figure 4-17 on page 75, we chose the port 
WWPN of the system SSPC15 (the WWPN of the system is already in Tivoli Storage 
Productivity Center, as shown in “Adding an agentless server manually” on page 63). 
Right-click the 21000024FFB4B66 port and select Add Server. See Figure 4-20. 

Figure 4-20   SSPC15 WWPN selection

2. The procedure from this point is similar to the procedure described in “Adding an 
agentless server manually” on page 63.

After creating the agentless server, the Discovered Ports pane will no longer show the 
SSP15 WWPN.

4.3  Storage Resource agent

Adding and managing a Storage Resource agent is not a new function for the Tivoli Storage 
Productivity Center. The functionality merely migrated from the stand-alone GUI to the 
web-based GUI. Therefore, we will not cover the concepts in this chapter. However, it is best 
to illustrate the conditions on whether a Storage Resource agent or an agentless server is 
best for your environment.

The following link is from the IBM Knowledge Center about how to add resources to the Tivoli 
Storage Productivity Center:

http://www.ibm.com/support/knowledgecenter/SSNE44_5.2.2/com.ibm.tpc_V522.doc/fqz0_
t_wz_adding_servers_all.html?lang=en
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4.4  Implementing Storage Resource agents

Use the web-based GUI to add servers by deploying Storage Resource agents. This enables 
full server monitoring, which gathers the following server information:

� Asset information
� File and file system attributes
� Database application information
� Network-attached storage (NAS) device information
� Topology information
� Information about zoning and the fabrics that are visible to the server

You must have Administrator privileges to deploy an SRA.

4.4.1  Adding Storage Resource agents manually

In this section, we show an example on adding a Storage Resource agent manually. We use 
a Windows system with host name tpcblade3-14 for this scenario. 

1. From the Tivoli Storage Productivity Center GUI left navigation pane, select Server 
Resources  Servers as shown on Figure 4-21.

Figure 4-21   Server pane

2. On the left of the top bar, click Add Server. The Add Server pane appears as shown in 
Figure 4-22 on page 79. Make sure that the Deploy an agent for full server monitoring 
box is checked and select Manually.

Note: If using nonstandard ports for SRAs, deployment can only be done from the server 
side using agent.exe program.

Note: The From Discovered Servers option is not available for adding Storage 
Resource agents.
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Figure 4-22   Add Server pane

3. Create a Storage Resource agent deployment job as shown on Figure 4-23. In this 
example, we are using the simplest authentication method, which is Username/Password. 
Secure Shell (SSH) is also available. We also need to provide the fully qualified installation 
path, for example “c:\tpc_SRA\bcdeguia_us\tpcblade3-5”. Additionally, Storage Resource 
agent will run in a non-daemon mode. You can also choose to overwrite previous install 
agents to force installation of the Storage Resource agent. Click Next to continue.

Figure 4-23   Deploy Agent pane

4. Configure a schedule for the agent deployment job on Figure 4-24 on page 80. In this 
example, once we click Finish, the deployment job runs right away.
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Figure 4-24   Schedule agent deployment

5. On the Servers panel, the agent deployment job will be seen as such on Figure 4-25.

Figure 4-25   Agent deployment

Figure 4-26   Failed agent deployment job

Note: If there are any issues with the agent deployment, you can take action immediately 
via right-clicking the deployment and opening the following pane shown in Figure 4-26.
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4.4.2  Adding one or more Storage Resource agents via comma-delimited file

You can add one or more Storage Resource agents by importing configuration information 
from a comma-delimited file. The details and procedures are the same as in Section 4.2.2 
and 4.4.1 with exception to the contents of the comma-delimited file and the agent 
deployment configuration.

For the comma-delimited file, each line must have a server entry of the following format 
(Example 4-3).

Example 4-3   

host name or IP address,OS type,location,custom tag 1,custom tag 2,custom tag 3

where:

� Host name or IP address is required for each server entry. An IP address can be in an IPv4 
or IPv6 format. You must include a valid host name or IP address for each server that you 
want to add. You can enter the following characters when you enter a host name or IP 
address:

– A - Z (uppercase characters)

– a - z (lowercase characters)

– 0 - 9 (numeric characters)

– Symbols: - . : _

� OS type is required and represents the operating system of the server. The OS type for a 
server must be one of the following values:

– Windows

– Linux

– AIX

– Solaris

– HP-UX

� Location is optional and represents the physical location of the server. The location value 
can be up to 64 characters in length. If the length exceeds 64 characters, the location 
value is truncated when the server is added.

� Custom tag 1, custom tag 2, and custom tag 3 are optional and represent any significant 
information that you want to associate with the server. The custom tag values can be up to 
64 characters in length. If the length exceeds 64 characters, the custom tag value is 
truncated when the server is added. The custom tags can be displayed on the Servers 
page or can be included as report columns when you generate reports for the server 
(Example 4-4).

Example 4-4   

host1,Windows,San Jose,Accounting department # Comment

host5,Linux,London,Finance department

systemxyz.storage.widgets.com,Solaris,Chicago,Human Resources department

198.51.100.22,HP-UX,,Computing department

2001:DB8:0:0:0:0:0:0,Windows,TokyoNote: 
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Consider the following:

� If you add many servers by using the same input file, the adding process might take some 
time to complete. To confirm that the servers are added, check the Status column on the 
Servers page.

� To comment out a line, enter a “#” at the beginning of the line. The server on that line is not 
added when the list is imported.

� If there are syntax problems in the file, none of the servers in the file are added.

� Create the agent deployment list in accordance to OS type or user credentials because all 
servers must share the same user name and password for deployment, which on 
Windows normally means a Domain Administrator.

� Deploying multiple SRA does not allow for:

– Changing location of SRA

– Overriding previously installed clients

– Selecting to run in Daemon mode

The following steps show how to add a server and to deploy agents from a comma-delimited 
file:

1. To add a server via comma-delimited files, click Server Resources  Add Server and 
then select From a File List. Check the Deploy an agent for full server monitoring 
box as seen on Figure 4-27.

Figure 4-27   Add Server pane

2. Select the comma-delimited file to import as shown in Figure 4-28 on page 83 and click 
Next.
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Figure 4-28   Import a File List pane

3. In this example, we used the Username/Password authentication to deploy the agents in 
the comma-delimited list. We also need to provide the fully qualified installation path, for 
example “c:\tpc_SRA\bcdeguia_us\tpcblade3-5”, as seen in Figure 4-29. Click Next to 
continue.

Figure 4-29   Deploy Agent pane

4. Finalize the agent deployment by clicking Finish on the last agent deployment configure 
pane as seen on Figure 4-30.

Figure 4-30   Schedule the Agent deployment and Probe jobs
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Note: Agent deployment errors can also be easily corrected as seen on Figure 4-26 when 
using the comma-delimited file list method.
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Chapter 5. Configuration and administration 
tasks

At this point, the installation or the upgrade of Tivoli Storage Productivity Center from a 
previous release is complete and your Tivoli Storage Productivity V5.2.x is up and running. In 
this chapter we take you through the tasks to configure your Tivoli Storage Productivity 
Center server to monitor, manage, and report on storage subsystems in your environment. 

We do not provide detailed step-by-step instructions on how to perform each of the tasks. 
Since many of these one-time activities still need to be done in the stand-alone graphical user 
interface (GUI), we only provide you with a summary of what you should consider during this 
phase of the implementation.

5
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5.1  Adding resources to Tivoli Storage Productivity Center

One of the first actions after a fresh installation will be adding devices to Tivoli Storage 
Productivity Center. The Add Device wizard in the Tivoli Storage Productivity Center V5.2 
web-based GUI provides a simplified way for adding, discovering, and configuring devices. 

Depending on the type of devices that you need to add to Tivoli Storage Productivity Center, 
you do this from different panels, for example:

� Storage Systems are added from the Storage Resources  Storage Systems panel

� VMware Hypervisors or vCenters are added from the Server Resources  Hypervisors 
panel

� Switches are added from the Network Resources  Switches panel

� Fabrics are added from the Network Resources  Fabrics panel

The concept of an Agentless Server and how it is defined is documented in Chapter 4, 
“Server Resource Management” on page 61. Since it is more a definition than adding a 
datasource that can be probed, the instructions for Agentless Servers are included in that 
chapter.

With Tivoli Storage Productivity Center V5.2, the following resources are added using the 
stand-alone GUI:

� IBM Scale Out Network Attached Storage (SONAS) systems
� Network-attached storage (NAS) files other than IBM Storwize V7000 Unified
� Tivoli Storage Productivity Center servers as a subordinate server

Since all other resources are added through the web-based GUI, their selections have been 
removed from the Add Device wizard in the stand-alone GUI.

In general, the Add Device Wizard has three main steps:

1. Selecting a resource
2. Adding and discovering a device
3. Configuring a device

Because there are some differences depending on the type of devices that will be added, we 
divided this section into subsections. Since the three main steps are similar, we only provide 
one full walkthrough of an example of adding a SAN Volume Controller (SVC) to Tivoli 
Storage Productivity Center. We point out only differences in the other sections.

In addition to the three steps listed above, there is a fourth step: running an initial probe. 
Because this is automatically started and running in the background, we have not listed it 
above.

Note: The configuration of devices will be performed in the web-based GUI for all device 
types so these functions have been disabled in the stand-alone GUI.

Also there are no longer Monitoring Groups schedule definitions (for example, Subsystem 
Standard Probe).
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5.1.1  Discovery and probes in Tivoli Storage Productivity Center V5.2.2

Before we walk through the scenario of adding a device to Tivoli Storage Productivity Center 
V5.2.2, we describe what has changed in this release for the Discovery and Probe jobs.

Discovery of devices
If you worked with Tivoli Storage Productivity Center before, you will have noticed that we 
have not talked about the discovery process. In Tivoli Storage Productivity Center V5.2, 
discovery is generally no longer available as a separate job. Discovery now runs as part of 
adding a device or as part of probing a device. 

For example, a switch attached to a server is discovered during a server probe. Similarly, if you 
added a new device to a CIM agent, running the Add Device wizard again using the CIM agent 
will discover the new device and you will then be able to configure the device. If you do not run 
the Add Device wizard again in this situation, the next probe will discover the new device. You 
will be able to see the new device in the list of storage systems, switches, or fabrics.

Probes
With Tivoli Storage Productivity Center V5.2, a probe process is scheduled for a device. A 
probe is not scheduled for a datasource, and it is not scheduled for a Monitoring Group; this 
has not changed since Tivoli Storage Productivity Center V4. With Tivoli Storage Productivity 
Center V5.2, each data collection is scheduled for a single device. Tivoli Storage Productivity 
Center V5.2 selects the datasource that best fits for the selected device. 

This is also reflected in the names and terms. A probe of a system running a Storage 
Resource agent (SRA) is called a computer probe, not an SRA probe. The schedule name 
will be named after the host name. 

Similarly, for CIM agents, you do not probe a CIM agent, but you probe a device using a CIM 
agent. The schedule will be named after the device. If a CIM agent has two devices 
connected, you are also setting up one probe for each device.

The exception to this rule is that when you start or schedule a probe for a switch, Tivoli 
Storage Productivity Center will probe the complete fabric, and not the single switch itself. So 
in this sense the entire fabric can be thought of as a device. Thinking of the complete fabric 
makes sense since you need the information from the complete fabric in order to show any 
data paths.

5.1.2  Adding IBM storage systems

Generally the storage devices from IBM will be added using the native API, instead of using 
SMI-S with CIMOMs. The type of information you will be asked to provide, needed to add the 
device to Tivoli Storage Productivity Center depends on the device type. This is not new with 
Tivoli Storage Productivity Center V5.2. 

In this section, we walk through the tasks to add a SAN Volume Controller to Tivoli Storage 
Productivity Center. The tasks are similar for other IBM storage systems: 

1. Check the support matrix for the required level of firmware before you begin adding a 
device:

http://www.ibm.com/support/docview.wss?&uid=swg21386446

Note: The discovery job that tries to find servers in a Windows domain or NAS servers is 
still available in the stand-alone GUI.
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From the support matrix page, click the Tivoli Storage Productivity Center 5.2.x version in 
the column labeled Storage. This takes you to the list of supported storage systems and 
the supported firmware levels. If applicable, the SMI-S information and supported 
functions are listed. 

2. After verifying the required firmware levels, go to the Tivoli Storage Productivity Center 
web-based GUI to add the SVC. Navigate to the Storage Resources  Storage 
Systems panel as shown in Figure 5-1. From the empty list of Storage Systems click Add 
Storage System. 

Figure 5-1   Add storage system

3. A dialog appears (see Figure 5-2 on page 89) which lets you select the type of device that 
you want to add. The panel shows the IBM devices and “All others”, for the storage 
systems of other vendors. 
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Figure 5-2   Select the type of device

If you look carefully, you will notice that IBM SONAS devices cannot be added using the 
web-based GUI. To add IBM SONAS devices you must use the stand-alone GUI. In the 
stand-alone GUI, go to Disk Manager  Storage Subsystems and click Add Storage 
Subsystem to launch the Add Device wizard.

4. Clicking the SVC icon opens the Add Device wizard that is shown in Figure 5-3. 

Figure 5-3   Specify connection details

5. Complete the connection information so that Tivoli Storage Productivity Center can 
discover the devices that are available for this datasource.

Note: The IBM storage systems DS6000™, ESS, and DS4000/5000 are listed, even 
though they use SMI-S instead of the native API. The only difference between these 
IBM storage subsystems and the type “All others” is that the correct namespace is 
already preselected. 
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6. When you have entered the required information, click Next. 

At this point, Tivoli Storage Productivity Center attempts to connect to the device. The 
process is basically the same as the process the wizard in the stand-alone GUI performed 
in previous releases. 

If you add a connection that allows Tivoli Storage Productivity Center to communicate with 
more than one device (typically an SMI-S connection), the discovery process (shown in 
Figure 5-4) will detect this. 

Figure 5-4   Running a discovery job

7. Since we are adding an SVC, the discovery did not find more devices. The configuration 
step of the Add Device wizard will look similar to Figure 5-5 on page 91. 

Note: Tivoli Storage Productivity Center can add an SVC or Storwize V7000 using only 
a user ID and password instead of Secure Shell (SSH) keys for SVC version 6.3 or 
later. This makes adding the devices simple. If a customer has strict rules about how 
often a password needs to be changed, using SSH keys might be the better option.

Tip: If you plan to use the provisioning function, or if you have more than one Tivoli 
Storage Productivity Center server in your environment, consider using dedicated user 
IDs and SSH keys per Tivoli Storage Productivity Center server. This way you can 
easily perform the following tasks:

� Disable a Tivoli Storage Productivity Center server to access a device by deleting 
the ID or changing the password. 

� Review the audit log files of a device to identify the commands that were issued by a 
Tivoli Storage Productivity Center server. 
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Figure 5-5   Initial device configuration

This step is different from the Add Device wizard in the stand-alone GUI. Previously, you 
would have selected a monitoring group so that Tivoli Storage Productivity Center would 
manage items like the probe scheduling and alerting based on the group membership.

This is no longer required because the Add Device wizard has been enhanced with Tivoli 
Storage Productivity Center V5.2 in the following ways:

– Provide a name for the device
– Complete the location of the device
– Adjust the scheduling
– Enable performance collection and set the interval

When you have provided all information and adjusted the scheduling based on your 
needs, click Configure.

In previous versions, you had to wait for the first probe to set up the performance data 
collections. With Tivoli Storage Productivity Center, V5.2.2 will do all the configuration for 
you in the background and start the performance collection as soon as possible after the 
initial probe.
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8. When you see the dialog in Figure 5-6, click Close. 

Figure 5-6   Device has been configured

5.1.3  Adding SMI-S based devices

Generally, all non IBM storage devices are connected to the Tivoli Storage Productivity 
Center using the SMI-S standard. The component that provides this interface on the device 
side is called the CIMOM or CIM agent.

1. From the panel shown in Figure 5-2 on page 89, click the All others device icon. 

Notes: 

As of Tivoli Storage Productivity Center V5.2.2, 1-minute performance monitoring 
interval is now available. The 1-minute performance monitoring interval facilitates finer 
granularity for troubleshooting, debugging, and reporting. 

Be sure to consider the performance and space usage when running 1-minute 
performance monitoring on your server. It should be noted that the spaces usage is 
DB2 space usage. The size of the data collected is related to the number of objects that 
the devices contain (for example LUNs and disks).

Here are some of the limitations of 1-minute performance monitoring:

� The 1-minute intervals only show in a chart if the complete time range has 1-minute 
intervals, otherwise it “falls back” to 5-minute intervals.

� In Cognos, the 1-minute intervals are not available.

� The TPC exposed views do not support 1-minute intervals.

The alerting is evaluated based on 1-minute intervals, so you might need to think about 
adjusting your alert thresholds (no 5-minute averages, so the threshold might need to 
be set higher, longer intervals between repeating alerts).
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This opens the Discover CIM agent panel as shown in Figure 5-7. 

Figure 5-7   Discover CIM agent panel

2. From the drop-down menu in Figure 5-7, select the Type (vendor) of the device or Other. 
With this information, Tivoli Storage Productivity Center will change the selection in the 
Advanced section (which is typically collapsed) to the vendor-specific settings. You do not 
need to remember which namespace is required to communicate with a device. Note that 
you can overwrite the default settings if needed to tailor the information to the device you 
are adding. 

3. If the discovery job finds more than one device that needs to be configured, the Configure 
panel will list the additional devices. The dialog will have tabs on the left under Storage 
System with the additional devices that will be configured in this step as shown in 
Figure 5-8. To complete adding the devices to Tivoli Storage Productivity Center, continue 
with step 7 and step 8 as described in “Adding IBM storage systems” on page 87. 

Figure 5-8   Example of initial device configuration for multiple devices

5.1.4  Adding IBM Scale Out Network Attached Storage

The IBM Scale Out Network Attached Storage (SONAS) device can now be added through 
the web-based GUI. There have been few changes in the Add Device wizard from prior Tivoli 
Storage Productivity Center versions.

To add a SONAS to the Tivoli Storage Productivity Center, follow the normal procedure for 
adding a new storage subsystem by using the Username/Password authentication method 
shown in 5.1.2, “Adding IBM storage systems” on page 87. Additionally, the SONAS can be 
added via SSH method. Those steps are listed below.

1. Select SONAS from the Add Storage  Select Type panel as shown in Figure 5-9 on 
page 94.
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Figure 5-9   Select the type of device

2. Click SONAS, which starts the wizard as shown in Figure 5-10.

Figure 5-10   Configure a SONAS device in Tivoli Storage Productivity Center

3. If you are using the existing SSH key option, the default Tivoli Storage Productivity Center 
SSH key will be used in association with a designated user. The default SSH key is 
located in “~install dir\TPC\device\conf\tpc_svc.pem.” In the example on Figure 5-11 
on page 95, SecurityAdmin username and password is required to get the associate user. 
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Figure 5-11   Use existing SSH key

4. If you upload a new SSH key, see Figure 5-12 on page 96. In this example, the same 
default Tivoli Storage Productivity Center SSH key was used along with a SecurityAdmin 
user to associate a specific user with the newly uploaded key. 

Notes:

Create a user in SONAS for Tivoli Storage Productivity Center to be able to separate its 
operations in the audit log. The recommended user name is admin.

SONAS typically has two management consoles (primary/backup). If the backup takes 
over, it uses a different IP address, and monitoring can fail. 
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Figure 5-12   Upload a new SSH key

5. Click Next and continue with the Add Storage System wizard as seen on Figure 5-13.

Figure 5-13   Device configuration

6. The SONAS device will be seen under the File Storage tab when configuration completes 
as seen on Figure 5-14 on page 97. 
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Figure 5-14   Configure SONAS devices

5.1.5  Adding fabrics and switches

SAN switches are the only devices in Tivoli Storage Productivity Center that can be 
configured using three different methods (sometimes also called datasources) for the 
communication:

Inband Tivoli Storage Productivity Center uses Storage Resource agents for 
the communication. After deploying the agent you will still need to 
configure the probe for the switches. The probe of a computer is only 
discovering switches, not probing them.

SNMP Tivoli Storage Productivity Center can use SNMP to communicate with 
switches. 

CIM Agents Tivoli Storage Productivity Center can collect information by 
communication with CIM Agents. 

The decision on which connection method you will have to use in your environment depends 
primarily on the switch vendor and the type of information you want to collect. This requires 
some planning in advance. 

Note: A probe is generally scheduled for a device, not for a datasource. Tivoli Storage 
Productivity Center selects the datasource that best fits the selected device. 

The exception to this rule is that when you start or schedule a probe for a switch, Tivoli 
Storage Productivity Center will probe the complete fabric, and not the single switch itself. 
If there are multiple datasources available, Tivoli Storage Productivity Center will select the 
best for a particular switch. For example, a CIM agent datasource for Brocade switches will 
always be used, even if there are also a Storage Resource agent and an SNMP 
datasource available. It should be noted that use of Cisco switches incurs a cost for 
software to performance data.
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The Tivoli Storage Productivity Center IBM Knowledge Center documentation contains a 
table that explains how different types of information will be collected. This table can be found 
here:

http://www.ibm.com/support/knowledgecenter/SSNE44_5.2.3/com.ibm.tpc_V523.doc/fqz0_
r_planning_fabric_manager_smis_qlogic_cisco.html

Adding switches to Tivoli Storage Productivity Center
Follow these steps to add one or more switches to Tivoli Storage Productivity Center:

1. Check the support matrix for the correct level of firmware before you start adding a device. 
Here is a link that takes you to the overview of the support lists:

http://www.ibm.com/support/docview.wss?&uid=swg21386446

From the Find the Supported Hardware, Products and Platforms Interoperability Matrix 
Links page, click the Tivoli Storage Productivity Center version (in our case 5.2.2.x) in the 
column labeled Switches & Directors. This takes you to the list of supported systems. It 
also provides the firmware levels, if required the SMI-S information, and information about 
what functions are supported.

2. After you have verified the firmware levels, you can add the switch. Navigate to the 
Network Resources  Switches panel, which is shown in Figure 5-15 on page 99. 

Note: As a general rule, whenever you want to collect performance information (including 
error counters) you need a CIM agent connection for the switches.

For Brocade based fabrics, the CIM Agent is the recommended datasource to collect 
information. The good news here is that you can download and install the Brocade Network 
Advisor. During the installation, you can select SMI-S only. When you do this, the software 
is free and you can add multiple fabrics to the CIM agent.

Tip: The preceding URL will not change when new Tivoli Storage Productivity Center 
versions are released so it is a good idea to bookmark the link.
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Figure 5-15   Add switches

In Figure 5-15, you can see that our Storage Resource agent that was running on the 
Tivoli Storage Productivity Center server had already discovered two switches, but since 
the Fabric function is disabled the status is displayed as Unreachable. If the switches 
would have been discovered by an SRA where the Fabric function is enabled the status 
would simply be Unknown, because no initial probe has been performed.

3. From the list of switches, click Add Switch when you want to either add a completely new 
switch or when you want to add a new datasource to an existing switch.

4. A dialog appears (see Figure 5-16 on page 100) in which you select the type of device that 
you want to add. 

Note: With Tivoli Storage Productivity Center V5.2, the Storage Resource agents that 
are installed with the Tivoli Storage Productivity Center server will have the Fabric 
function disabled. This has been implemented because of potential fabric or switch 
firmware defects. In the past, it has been observed with other products than Tivoli 
Storage Productivity Center, that certain inband fabric commands can cause a switch 
with a firmware defect to hang or reboot. 

So when Tivoli Storage Productivity Center does its initial probes, it could potentially 
cause such an error in both fabrics at the same time, which would be a huge impact. 
Turning off the Fabric function avoids this because you have the opportunity to schedule 
the probes so they do not run at the same time.
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Figure 5-16   Switch connection panel using a CIM Agent

5. At this point, you need to decide how the switch should be added to Tivoli Storage 
Productivity Center: 

a. If the switch being added to Tivoli Storage Productivity Center is available through a 
CIM Agent, complete the connection information. Depending on the CIM agent, you 
might need to change the default communication protocol, port, and namespace to the 
information that you can find in the support matrix as explained earlier. When you have 
entered the information, click Next to continue.

b. If you want to add the switch to Tivoli Storage Productivity Center using SNMP (for 
example, because you do not have a CIM Agent that is managing this switch), you 
must clear the check box Use CIM agent as data source in the upper left hand corner 
and click Next (see Figure 5-16).

This opens a new panel shown in Figure 5-17.

Figure 5-17   Switch connection panel using SNMP

Complete the information for the SNMP datasource and click either on the green + to 
add another SNMP datasource, or click Next to continue.

Note: It is a good idea to use a meaningful CIM agent display name because that 
name will be later used to identify a datasource when you want to test the 
connection or update the credentials.

Note: There are some differences between what you are able to input on the two 
panels:

� CIM agents typically manage more than one switch, so you cannot enter a switch 
name or location in this step.

� There is a 1:1 relationship between a switch and an SNMP datasource so here you 
have the option to enter a name and location.
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6. Tivoli Storage Productivity Center will now verify that it can communicate with the 
datasource as well as discover which devices are available through this datasource. 

Discovered switches
Switches that have been discovered by Tivoli Storage Productivity Center, but that have not 
been probed will typically show the following information:

� Name

� Status: Unreachable, which in this case means that Tivoli Storage Productivity Center is 
not able to retrieve the status of the switch

� Probe Status: Disabled

� Performance Monitor Status: Disabled

� Fabric (WWN of the Fabric)

� Principal Switch of Fabric

� Vendor

� Model

� Firmware

� WWN IP Address

At this point, you can simply right-click one of the switches, and select Data collection  
Schedule. Specify the probe schedule time based on your requirements. Tivoli Storage 
Productivity Center will start an initial probe immediately, regardless of when you scheduled it 
to occur. 

Probes
Network resources are always probed on the fabric level. This means if you run a probe for a 
single switch in a fabric, it is exactly the same as running a probe for a fabric. The same is 
true for when you schedule those probes or look at the log files. You can do this from either 
the context of a switch or the corresponding fabric; this makes the fabric management quite 
easy.

Note that while probes are at the fabric level, performance data collection is performed at the 
individual switch level.

Common issues
Here we document the most common messages along with explanations of the cause that we 
encountered during our testing.

No SRA datasource
The following message indicates that there is no SRA datasource:

BTADS0090E There are no agents that are currently available to probe fabric 
1000000533F316EC.

Note: The information for discovered switches might differ depending on the type of 
connection through which they have been discovered and the vendor and type of the 
switch. The list above is only meant to give you an idea that a switch showing this level of 
information has never been probed.
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It simply means that there is no Storage Resource agent that has the Fabric function turned 
on in that fabric. To correct this, you can either enable the Fabric functions of one SRA, or add 
a datasource for the switch as shown in Figure 5-18.

Figure 5-18   Enable Fabric function for a Storage Resource agent

SRA as the only datasource
The following message indicates that a device has limited monitoring:

BTADS0083W Some or all information may not be collected for fabric/fabrics since 
agent/agents are not configured and/or not currently operational. Fabric probe for 
fabric 1000000533C9B9CC has some limitations. 

For switch 1000000533C9B9CC following information will not be collected - Switch 
Blade Information,Switch Performance Management Information, Active Zone 
Configuration Information, Full Zone Database Information 

This is just a warning that you are not fully monitoring this device. In this case, we were only 
using the SRA datasource. Unfortunately this warning will be shown for every probe and not 
just the initial one. However, this datasource provides enough information for viewing the Data 
Path within the web-based GUI.

5.1.6  Next steps

The new Add Device wizard simplifies the process of adding devices to Tivoli Storage 
Productivity Center by including the scheduling setup and customization. To complete the 
process of adding devices, we have listed several tasks you should complete: 

� Wait for the probe to finish to see if there are any components with a status other than 
Normal that you should acknowledge (for example, ports that are not connected to a 
fabric).
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� Review names, Custom Tags, and Location in the property panel of the device, and 
update as necessary. 

� If you have added a storage system, you may want to continue with setting the tier levels 
for the storage pools and add the storage pools to capacity pools.

The following tasks should be completed in the stand-alone GUI: 

� Check the default alerts and set alerts for events or thresholds and specify email 
addresses or other alert notification options. 

Do not forget that there is the new alert for the performance data collection task of storage 
systems and switches that will inform you if something happens to that data collection. 
These alerts are separate from the general alerts. Refer to Chapter 6, “Performance 
Management reporting” on page 119 for details. 

� Review the device data retention setting as required. You probably do not need to review 
the data retention settings for every device that you add, but when you get started with 
Tivoli Storage Productivity Center this is easy to forget. 

For devices that have been automatically discovered (for example new switches in fabric), the 
Add Device wizard was never run. Therefore, for those devices it is very important to define 
the schedule for a probe and enable performance monitoring, in addition to the tasks listed 
previously.

5.1.7  Updating and testing a datasource

A datasource is the link between Tivoli Storage Productivity Center and a device. A typical 
change that can become necessary is to update the credentials (user ID and passwords), but 
sometimes it might also be required to change the IP address. 

Testing the connection

In any case, it is important to know if Tivoli Storage Productivity Center can communicate with 
a device. Testing the connection is the first thing that we explain: 

1. From the list of devices (or from the devices detail panel), you start the test from the 
Actions menu by selecting Connections  Test Connection. 

In Figure 5-19 on page 104, we used the context menu since using the Actions menu 
would have hidden some more important parts of the panel.
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Figure 5-19   Test Connection panel

2. Tivoli Storage Productivity Center will try to use the datasource to communicate with the 
device. If the communication is successful, you will see the message in Figure 5-20. Click 
Close to return to the Storage Systems panel.

Figure 5-20   Successful connection test

If the test was successful, Tivoli Storage Productivity Center will update the status. If you 
are working with a device that has multiple datasources configured, this menu and the 
Update Credentials will have submenus that list the datasources as shown in Figure 5-21.

Figure 5-21   Update Credentials panel 
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Using the Connections panel to verify the datasources can be useful in determining how Tivoli 
Storage Productivity Center is set up to communicate with a device. This is because the 
web-based GUI does not yet have a central panel for listing the datasources and devices 
together.

Updating the credentials
In this section, we show how to update the device credentials. 

1. To update the user name and password, from the Actions menu select Connections  
Update Credentials from either the device detail panel or from a list of the devices. See 
Figure 5-22.

Figure 5-22   Action Connection  Update Credentials

2. In Figure 5-23, you can see the Enter User Credentials dialog for an SVC. Update the 
User name: and Password fields as required. 

Figure 5-23   Example of Update Credentials panel for an SVC

The menu and the panel where you enter the information will look a little bit different from 
device to device since this really depends on the datasource type. 

As an example, we have defined both the CIM agent and an SNMP datasource for a switch. 
The connections menu will have two entries as shown in Figure 5-24 on page 106. 
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Figure 5-24   Example: Choice of two datasources to update the credentials for a switch

Updating the datasource IP address
There is no explicit function to update the IP address for a datasource. Here we describe the 
way we simulated this scenario:

1. We swapped the cluster IP address and the service IP address of one of our SVCs. 

2. We then added a new storage system to Tivoli Storage Productivity Center using the new 
cluster IP address. 

What happens in the background is that Tivoli Storage Productivity Center will run a 
discovery and realize that the device is already known and simply update the IP address. 
The message is shown in Figure 5-25.

Figure 5-25   Message after updating the IP address

3. When you see this message, click Cancel. The IP change has already been saved to the 
database. Tivoli Storage Productivity Center will now use the new IP address.
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5.2  Managing Storage Resource agents

The Tivoli Storage Productivity Center Storage Resource agents can be managed within the 
Tivoli Storage Productivity Center V5.2 web-based GUI. You can run and schedule probes, 
look at log files, change properties (for example, in Custom Tags), as well as modify the 
settings (for example, trace level, enable/disable functions). 

5.2.1  Updating agent properties

In this section, we show how to edit Storage Resource agent properties. 

1. Open the Agent tab in the properties dialog of the server. See Figure 5-26. 

Figure 5-26   Agent properties

2. Click Edit to modify the agent properties. Several of the agent properties can be changed 
from the server Action list or the context menu.

The only function that is not yet available in the web-based GUI is the agent deployment. This 
task is still in the stand-alone GUI.

5.2.2  Advanced topics for Storage Resource agent management

There are situations where you need to make changes to the network setup that will affect 
your Storage Resource agents. In this section, we look at common network changes and how 
to update the Storage Resource agent to comply with the network change. 

Changing the IP address of a Storage Resource agent
If you need to change the IP address of a computer running the Storage Resource agent, you 
can do this without any impact to Tivoli Storage Productivity Center. This is because Tivoli 
Storage Productivity Center is always using the DNS name to connect to the Storage 
Resource agent.
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Changing the DNS name of a Storage Resource agent

When you change the DNS name, Tivoli Storage Productivity Center can no longer contact 
the agent. The new DNS name needs to be communicated to the Tivoli Storage Productivity 
Center server. Follow these steps to update the Tivoli Storage Productivity Center server:

1. Stop the Storage Resource agent.

2. Create a file called REGISTERSRA (uppercase with no extension) in the root directory of 
the Storage Resource agent. 

3. Restart the Storage Resource agent

When the agent detects the REGISTERSRA file, it will connect to the Tivoli Storage 
Productivity Center server and register itself or simply update the DNS name, if Tivoli 
Storage Productivity Center knows that SRA already.

This procedure is typically used when Tivoli Storage Productivity Center agents are included 
in a master image that is used to install new servers. For more information about the 
procedures, refer to the IBM Knowledge Center: 

http://www.ibm.com/support/knowledgecenter/SSNE44_5.2.3/com.ibm.tpc_V523.doc/fqz0_
t_set_up_master_image.html

5.3  Tivoli Storage Productivity Center configuration tasks

After you have the Tivoli Storage Productivity Center software successfully installed, it is time 
for some initial configuration. One of the first configuration tasks is to add devices to Tivoli 
Storage Productivity Center and begin collecting data. We explained how to do that earlier in 
this chapter. 

When you are happy with the data that is collected, it is time to perform additional 
configuration of your Tivoli Storage Productivity Center environment. Remember that the 
configuration can be changed later on. Taking the time to go through these configuration 
items will generally help you better understand Tivoli Storage Productivity Center. 

5.3.1  Configuration task reference

Since this a release guide, you should be familiar with Tivoli Storage Productivity Center. 
Therefore, we will not spend much time in explaining every step of the configuration items in 
detail. Instead, we list the most important topics and where those items are located within 
Tivoli Storage Productivity Center in Table 5-1 on page 109.

Note: You can use the same process to register a Storage Resource agent with a new 
Tivoli Storage Productivity Center server when you modify the connection information in 
the config\Agent.config file.
108 IBM Tivoli Storage Productivity Center V5.2 Release Guide

http://www.ibm.com/support/knowledgecenter/SSNE44_5.2.3/com.ibm.tpc_V523.doc/fqz0_t_set_up_master_image.html
http://pic.dhe.ibm.com/infocenter/tivihelp/v59r1/topic/com.ibm.tpc_V52.doc/fqz0_t_set_up_master_image.html?resultof=%22%72%65%67%69%73%74%65%72%73%72%61%22%20
http://www.ibm.com/support/knowledgecenter/SSNE44_5.2.3/com.ibm.tpc_V523.doc/fqz0_t_set_up_master_image.html


Table 5-1   Most important configuration items

5.3.2  Environment configuration

There are configuration tasks that affect the Tivoli Storage Productivity Center environment, 
but are not directly related to the configuration of the Tivoli Storage Productivity Center 
server. 

Install additional items
See Table 5-2 on page 110 for additional applications and tools that can be installed to 
complete the implementation of the Tivoli Storage Productivity Center environment.

Configuration item Location

Set up the authentication using 
LDAP or Active directory. 
See 5.5, “User authentication” 
on page 115. 

Web-based GUI: Settings  User Management  Modify 
authentication mechanism

The mapping of Roles to 
Groups within Tivoli Storage 
Productivity Center. 
See 5.6, “User management in 
Tivoli Storage Productivity 
Center” on page 115. 

Web-based GUI: Settings  User Management

Retention settings:
Log files
Performance data
Other data
Removed resources

Stand-alone GUI: Administrative Services  Configuration
 Log File and Cached Batch Report Retention
 Resource History Retention
 Resource History Retention
 Removed Resource Retention

Notification setup: Tivoli 
Storage Productivity Center: 
Email, SNMP

Stand-alone GUI: Administrative Services  Configuration  
Alert Disposition

Notification setup: Tivoli 
Common Reporting/Cognos

Windows: Start  Tivoli Common Reporting 3.1.0.1  IBM 
Cognos Configuration

Adjust alerts Stand-alone GUI:
Data Manager  Alerting
Disk Manager  Alerting
Disk Manager  Monitoring  Subsystem Performance Alert 
Configuration
Fabric Manager  Alerting
Fabric Manager  Monitoring  Switch Performance Alert 
Configuration
Replication Manager  Alerting
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Table 5-2   Further configuration items

Backup Tivoli Storage Productivity Center
It is important to have a backup strategy for your Tivoli Storage Productivity Center 
environment. There can be several items that you need to back up depending on how you use 
Tivoli Storage Productivity Center. Here is a list of items that you should include in your 
backup strategy:

� Tivoli Storage Productivity Center database
� Tivoli Common Reporting/Cognos Content Store
� Reports that were saved to the file system
� Tivoli Common Reporting/Cognos Report definitions

Item Description

IBM Data Studio With DB2 Version 10, the Control Center is no longer available. 
The replacement for it is the IBM Data Studio. The software is 
available at no charge and can be downloaded from:
http://www.ibm.com/developerworks/downloads/im/data/index.
html
It is not required that you install this software for running Tivoli 
Storage Productivity Center. However, if you have used the DB2 
Control Center to do some basic administration tasks or to develop 
SQL queries for custom reporting, you should consider 
downloading and installing the Data Studio. 

Data Studio is useful in troubleshooting Tivoli Storage Productivity 
Center application slow downs resulting from slow running SQL 
queries. This tool can also recommend actions to speed up the 
performance of the Tivoli Storage Productivity Center (for example, 
adding indexes and reorgs)
The following links provide more information about the Data 
Studio:
http://www.ibm.com/software/products/en/data-studio

http://pic.dhe.ibm.com/infocenter/db2luw/v10r1/topic/com.i
bm.db2.luw.idm.tools.doc/doc/c0057028.html

VMware vSphere Web Client 
Extension for Tivoli Storage 
Productivity Center

This item needs to be manually installed on the server running the 
VMware vCenter Server. For general information, see Chapter 10, 
“VMware vCenter Server configuration and use” on page 233. For 
details about how to install it, refer to 10.5.5, “Implementing the 
vSphere Web Client extension for Tivoli Storage Productivity 
Center” on page 253.

Firefox If you have installed Tivoli Storage Productivity Center on a 
Windows 2008 server you might want to install Firefox. The 
preinstalled Internet Explorer 8 is not supported by Tivoli Storage 
Productivity Center V5.2.2.
Normally you will use the browser on your computer to access 
Tivoli Storage Productivity Center, but there might be situations 
where you directly log on to the server, so having a working 
browser is helpful.
Check the “Supported Platforms Agents, Servers and Browsers” 
using the following link:
http://www.ibm.com/support/docview.wss?&uid=swg21386446

Flash Player  The View Data Path function requires Flash Player be installed. 
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Since Tivoli Storage Productivity Center and the Tivoli Common Reporting/Cognos Content 
Store are both stored in DB2, the backup can be easily integrated with Tivoli Storage 
Productivity Center or other backup tools. Any reports that are saved in the file system should 
be part of a regular file system backup.

The backup of report definitions is a bit more complex. Because any authorized user can 
create a report anytime, you should set up a job in Cognos to create an export of the report 
definitions regularly. The export is a compressed file that is written to the local file systems so 
that it can be backed up by the regular file system backup.

Set up notifications for DB2
In case you did not set up the notification and contact lists during the DB2 installation, you 
can do this later. Setting up the notifications allows your DB2 database product to contact you 
or others regarding the status of your databases. Here is a link on how you would do this, 
using simple DB2 commands:

http://www.ibm.com/support/knowledgecenter/SSEPGG_10.1.0/com.ibm.db2.luw.qb.upgrad
e.doc/doc/t0007200.html

5.4  Proven practices

In this section, we provide tips on how we typically configure a Tivoli Storage Productivity 
Center environment. 

5.4.1  User IDs for device logins

It is generally easier to simply use a superuser ID when you add a device to Tivoli Storage 
Productivity Center than creating a user ID specific for the storage management task. 
Nevertheless, we do not recommend doing this. Instead, we recommend that you create a 
special user ID for Tivoli Storage Productivity Center on the storage device. In the case that 
you have two Tivoli Storage Productivity Center servers (one for test and one for production), 
you should consider using separate users IDs for both Tivoli Storage Productivity Center 
servers. This way you have more control over which Tivoli Storage Productivity Center server 
can work with a specific device. 

In our lab environment, we simply created a user called tpc_87 for the Tivoli Storage 
Productivity Center server whose IP ends in 87 on the devices that we have added to that 
Tivoli Storage Productivity Center instance.

For some datasources this would require extra effort because some CIM agents do not 
require authentication. Because Tivoli Storage Productivity Center is often the only 

Important: For this approach to work, you should not use the “My Folders” location for 
your reports. In our testing, we have not found a way to regularly export reports that are 
stored there. We suggest you create a new folder in the Public Folders tab, and save your 
reports there. 

You should not save any of your reports in the folders that Tivoli Storage Productivity 
Center is creating. The reason is that this might make future upgrades move complex than 
necessary. If you have a folder created in the Public Folders tab, you can create links to the 
Tivoli Storage Productivity Center provided reports. This makes it easier to find and 
navigate to the reports.
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application using the CIM agent, we did not go through the extra effort of adding that user for 
the connection between Tivoli Storage Productivity Center and the CIM agent. 

The DS4000/DS5000 CIM agent is an example of a datasource where we did not configure a 
special user ID setup. Typically, we use the user ID any and enter also the password any 
when we configure the datasource to document that no special user ID is set up between 
Tivoli Storage Productivity Center and the CIM agent.

For the communication between the DS4000/DS5000 CIM agent and the device, we do 
recommend you create and use a special user ID.

If you are using SVC or Storwize based storage systems and you do not want to or cannot 
use the user ID and password method, we suggest using a public/private key pair for each 
Tivoli Storage Productivity Center server.

5.4.2  Naming conventions

Using a consistent naming scheme is a good idea. Here is just one example of why this can 
make your work so much easier:

The panels that display information about pools do not provide information about the storage 
system type. If you have SVC or Storwize V7000 systems, you may want to see only those in 
the lists. The SVC and Storwize V7000 are like the pools that contain the volumes that are 
assigned to servers. So the names of a storage system should include some kind of 
information so that you can use as filters in the web-based GUI. 

The filtering typically works across all columns in the displayed tables. You can also restrict 
Tivoli Storage Productivity Center to look for the search string in a particular column, as 
shown in Figure 5-27 on page 113. 

Tip: The added benefit for doing the kind of setup is that you can look into audit files and 
understand easily which commands Tivoli Storage Productivity Center has issued. Note 
that some devices will only log commands that change the configuration. For those 
devices, you will probably not see any entries in the audit log unless you use the 
optimization, provisioning, or transformation functions.
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Figure 5-27   Filter on Storage System

Since the actual values in a name depend on your environment and requirements, we cannot 
provide a general schema to use. Also, you might already have well established names that 
you do not want to change. The next section provides alternative ideas.

5.4.3  Add information to Tivoli Storage Productivity Center

Tivoli Storage Productivity Center offers ways that you can customize it. These may be more 
applicable than naming conventions in some cases. Tivoli Storage Productivity Center has 
had some of these options for years, but they were often not used to a great extent. Following 
is a list of items that we think are very useful:

� Custom Tags/User-defined properties

These properties are the most versatile custom attributes that you can use for many 
different purposes. They are available for:

– Storage Systems
– Storage Pool
– Servers
– Hypervisors
– Switches
– Fabrics

Tip: When the search function is used without restrictions, it will also look for the search 
string in columns that are not currently displayed.

By default, the Custom Tag columns are not displayed, but given the fact that Tivoli Storage 
Productivity Center will look into those columns anyway, you can use the Custom Tags to 
customize your environment in a way that lets you use filters to focus on what is important 
to you.
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� Location

The location property is new in Tivoli Storage Productivity Center V5.2 and can be set for: 

– Storage Systems
– Servers
– Hypervisors
– Fabrics
– Switches
– Capacity Pools

For custom reporting, you can find the properties in the data model within the “Component 
Properties” folder of the corresponding component. An example is the label “Storage 
Virtualizer Pool Custom Tag 1”. 

� Tiers for storage pools

The definition of Tiers is another new function of Tivoli Storage Productivity Center V5.2. 
Since there are many ways that users define what a Tier is, Tivoli Storage Productivity 
Center offers a very simple and flexible way to define what you think a tier is. Basically you 
can choose a number between 1 and 10 and tag a storage pool with this information. 

The Tier property is available for any storage pool no matter what type of storage system 
the pools belongs to. Since it is a simple tag, Tivoli Storage Productivity Center will not 
check for any inconsistencies. For example, you can define all your pools containing 
15 k rpm disks as Tier 5, and all 10 k rpm disks as Tier 3 independent from the storage 
system type.

For custom reporting, you can find the properties in the data model within the “Component 
Properties” folder of the corresponding component as “Storage Virtualizer Pool Tier” or 
“Storage Pool Tier”.

� Storage Resource Groups (SRGs)

You can add almost any entity into a Storage Resource Group, and use the concept 
mainly for custom reporting. SRGs have a name, description, and properties as well as a 
consolidated status so they are very helpful when you use them to model your 
environment. 

� Capacity pools

Capacity pools are part of the cloud configuration concept in Tivoli Storage Productivity 
Center. They provide a new way of grouping of storage pools. Essentially this is a special 
“type” of Storage Resource Group, which can only contain storage pools. Another 
difference is that one storage pool can only be assigned to one Capacity Pool.

There are also groups that you can define in the stand-alone GUI. The groups are called 
“Monitoring Groups” and “Reporting Groups”, but those groups are not reflected in the 
web-based GUI.

Note: Currently, SRGs are not available in the web-based GUI as a filter and can only 
be defined in the stand-alone GUI or via the Tivoli Storage Productivity Center CLI. 
Nevertheless, they can be used in some predefined or your own custom reports in Tivoli 
Common Reporting/Cognos. 

Note: Not all of the preceding properties are available within Tivoli Common 
Reporting/Cognos for creating your custom reports via drag and drop. Nevertheless, some 
of the information is available via the TPCREPORT views.
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5.5  User authentication

Tivoli Storage Productivity Center supports using LDAP or Active Directory as the 
authentication method. This is convenient since with the web-based GUI there is less reason 
to log on locally to the server. Because of this, the use of external authentication servers is 
growing.

Depending on your specific environment, there are different ways listed in Table 5-3 to 
configure Tivoli Storage Productivity Center after it is installed. By default, Tivoli Storage 
Productivity Center will use local OS authentication for the stand-alone GUI and the 
web-based GUI.

Table 5-3   Authentication scenarios

5.5.1  Tivoli Common Reporting/Cognos single sign-on

Even when Tivoli Common Reporting/Cognos is set up using the same authentication server 
as Tivoli Storage Productivity Center, you will still have to authenticate again when you launch 
the reporting.

There is a way to configure the WebSphere server running Tivoli Common Reporting/Cognos 
to accept and use single sign-on (SSO) tokens so that you do not need to enter a user ID and 
password. 

Refer to the following link for a description for instructions on how to set this up:

https://www.ibm.com/developerworks/community/blogs/9caf63c9-15a1-4a03-96b3-8fc700f
3a364/entry/configuring_sso_in_tivoli_common_reporting_3_1?lang=en

5.6  User management in Tivoli Storage Productivity Center 

The user role concept was changed in Tivoli Storage Productivity Center V5.2. The roles have 
been reduced so that now only three roles are available as listed in Table 5-4 on page 116. 

Note: Tivoli Common Reporting/Cognos also used the local OS authentication in Tivoli 
Storage Productivity Center V5.1. With the switch to the JazzSM package, the new default 
is now the file-based repository. This simply means that the Cognos web-based GUI 
checks the user ID and password entered against a file that contains user IDs and 
passwords instead of checking with the local OS. Therefore, you need to use the same 
user ID and password that you entered during the JazzSM installation to access Cognos.

Scenario 1 Scenario 2 Scenario 3

Operating system Windows Window UNIX

Member of the domain no yes n/a

Authentication via WebSphere implicit via WebSphere

Important: This will only work if you have switched from the default file repository 
authentication to LDAP in the WebSphere that Cognos is using.
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Table 5-4   New roles in Tivoli Storage Productivity Center 5.2

The concept of user management remains the same as previous versions of Tivoli Storage 
Productivity Center. You assign a role to a group of users, so all users in that group can 
perform certain actions in Tivoli Storage Productivity Center.

If you had Tivoli Storage Productivity Center V5.1 or earlier running, the existing roles will be 
mapped to the new roles as described in Table 2-4 on page 24.

With Tivoli Storage Productivity Center V5.2, the role to group mapping has now been 
migrated to the web-based GUI. You will find a new icon on the bar on the left as shown in 
Figure 5-28 on page 117. 

Role Users that are assigned this role 

Administrator Can use every function in Tivoli Storage Productivity Center. By 
default, the following groups are assigned the Administrator role:
� Windows: Administrators
� Linux: root
� AIX: system

External Application Cannot log in to the Tivoli Storage Productivity Center GUI. This 
role should be used for external applications that use the Tivoli 
Storage Productivity Center provisioning functions, such as:
� vSphere Web Client Extension for Tivoli Storage Productivity 

Center
� IBM SmartCloud Storage Access

Monitor Can log in to Tivoli Storage Productivity Center but cannot execute 
any function. A user with this role will still be able to see all 
information and open log files, but the only actions that the user can 
do are:
� Acknowledge alerts
� Acknowledge a non-normal status
� Set the tier level of a storage pool
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Figure 5-28   Tivoli Storage Productivity Center User Management

From this panel, you can also directly launch into the WebSphere Integrated Solutions 
Console. That is where you configure the authentication mechanism like Active Directory and 
LDAP.
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Chapter 6. Performance Management 
reporting

In Tivoli Storage Productivity Center V5.2, the performance reports are available in the Tivoli 
Storage Productivity Center web-based graphical user interface (GUI), along with the 
performance data collection management and the threshold violation display.

This chapter describes all the new performance management functions that are not related to 
storage optimization. Chapter 9, “Storage optimization” on page 207 is dedicated to that 
topic. The functions included in this chapter are available with the Tivoli Storage Productivity 
Center or the Tivoli Storage Productivity Center Select Edition licenses.

There are also some smaller enhancements described in this chapter, which were added 
after the Tivoli Storage Productivity Center V5.1 was released but before Tivoli Storage 
Productivity Center V5.2.2 that are included in this chapter. 

6

Note: With Tivoli Storage Productivity Center V5.2.2, 1-minute performance monitoring 
interval is now available. The 1-minute performance monitoring interval facilitates finer 
granularity for troubleshooting, debugging, and reporting. 

As of V5.2.2, the default is 1-minute increments for supported devices. Be sure to take 
consideration of the performance and space usage when running this on your server.
© Copyright IBM Corp. 2014. All rights reserved. 119



6.1  Performance management panels 

In addition to the new performance charts, the new web-based GUI also provides panels that 
are focused around managing performance with Tivoli Storage Productivity Center.

6.1.1  Dashboard

In Tivoli Storage Productivity Center V5.2, the panel in the center of the bottom row of panels 
in the main dashboard has been changed to show information solely on Performance 
Monitors (see Figure 6-1). Before Tivoli Storage Productivity Center V5.2.x, that panel was 
used to show information about recent jobs. Now it is more focused and you can easily see if 
all performance jobs are running as expected.

Figure 6-1   Tivoli Storage Productivity Center Dashboard

The status of the performance monitors shown in the dashboard will be one of those listed in 
Table 6-1. 

Table 6-1   Status of performance monitor jobs on the dashboard

Status Meaning

Running The number of performance monitors that are in the process of 
starting or stopping. 

Running with problems The number of performance monitors that are encountering 
problems when collecting data. Check the log for a performance 
monitor to view its warning or error messages. If the performance 
monitor does not encounter problems during the next time it 
collects data, its status is changed to Running. 

Failed The number of performance monitors that encountered error 
conditions during processing and are no longer running. Check the 
log of a performance monitor to view its error messages. 

Not running The number of performance monitors that are not running, were 
canceled, or have completed normally. 
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In our example, there are two jobs “Running with Warnings”. When you open the Performance 
Monitors panel by clicking the hypertext link, you can find additional information about those 
jobs.

6.1.2  Performance Monitors

You can open the Performance Monitors panel from either the dashboard or the navigation 
pane on the left by clicking Home  Performance Monitors.

The panel has two tabs:

� Performance Monitors
� Threshold Violations

Figure 6-2 shows the Performance Monitors tab of the panel. It is opened by clicking the link 
from the Tivoli Storage Productivity Center dashboard. 

Figure 6-2   Performance Monitors panel 

On the Performance Monitors panel, you can easily see and manage all performance data 
collection jobs from a central place. The panel is similar to the one that was available in Tivoli 
Storage Productivity Center V5.1 as a tab on the Jobs panel. The following columns have 
been added:

� Type. Distinguishes between a storage system and a switch. 

� Latest Collection. Shows you the time of the latest collected performance sample, based 
on the date and time settings of the device. 

� Threshold Violations. Number of threshold violations in the latest collected performance 
sample. 

If you look at the jobs in warning state in Figure 6-2, you quickly see that Tivoli Storage 
Productivity Center was not able to retrieve any information in the last day in the column 
called Last Day Success (%). 
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You can also see when the last successful attempt was made as well as an error message.

You can start, stop, and modify the schedule of a performance monitor (see the context menu 
in Figure 6-3), as well as view the logs for any job.

Figure 6-3   Actions you can run

In addition, you can directly open the resources detail page or properties. You can also view 
the performance of the device, which opens a new window.

6.1.3  Threshold violations

Tivoli Storage Productivity Center has the ability to define thresholds that can triggers alerts. 
The alerts are either stored in the Tivoli Storage Productivity Center Alert Log (Home  
Alerts) or they can be forwarded via email or other mechanisms. This means you can view 
the threshold violation in the Alerts log as well.

The Performance Monitors window in Tivoli Storage Productivity Center V5.2.2 provides a 
Threshold Violations tab. This tab shows only the threshold violations. It acts as a filter to the 
alert log as shown in Figure 6-4 on page 123. 

Note: This success rate is defined as:

Successful Collections ÷ Attempted Collections (× 100)

A 24-hour sliding window is used to calculate the value. 
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Figure 6-4   Threshold Violations panel

The Threshold Violations table can get large and span multiple pages. It is limited to show 
events from the last three weeks. Currently, the setting of three weeks cannot be changed by 
the user.

Alerts and Threshold Violations differ in several other ways, which might not have been 
obvious so far:

� Alerts can be acknowledged but threshold violations cannot be acknowledged. 

� Threshold violations will expire based on the retention setting of sample performance 
data.

Threshold Violation details
If you double-click any of the entries in the table, a dialog box opens and provides details 
about the specific event that generated the threshold violation. Figure 6-5 on page 124 shows 
the details of a disk utilization percentage threshold violation. 

Note: In Tivoli Storage Productivity Center, there are several default thresholds that are 
always set, even if you have not set up your own alerts. If these are triggered, you will see 
a threshold violation entry on this panel even though there is no entry in the Alerts panel.
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Figure 6-5   Example of Threshold Violation details

The threshold violation shown in Figure 6-5 contains the following details:

1. The date and time of the event. 

2. Information about the measured values and the threshold settings at that specific time. 

3. An overview chart displaying the performance 2 hours before and up to 2 hours after the 
event. This information is presented in both a tabular and graphical form. The event itself is 
indicated by a vertical line. The red and yellow horizontal lines show the threshold settings 
at the point of the event.

Note the little icon on the upper right corner of the violation details panel. If you click it the 
same chart will be opened in a new window. In this window, you can take actions such as 
changing the time frame and changing the displayed metrics.

Depending on the type of the alert, Tivoli Storage Productivity Center will be able to help 
you find a cause of the violation by showing you the top contributing resources. For 
example, the volumes that had the highest workload or the affected volumes and hosts.

Note: If you changed the threshold settings within the 4-hour window, Tivoli Storage 
Productivity Center will not show this. Only the settings at the time of a violation are 
retained by Tivoli Storage Productivity Center.
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6.2  Performance charts

In this section, we describe how you access performance charts and use the information they 
contain. 

6.2.1  GUI access 

One of the biggest differences between the stand-alone GUI and the web-based GUI is how 
you open and work with performance charts. In the stand-alone GUI, the performance 
information was only accessible at specific points in the navigation tree.

In the web-based GUI, the reporting menu in the navigation pane on the left is only used for 
the Tivoli Common Reporting/Cognos integration. All interactive performance reports are 
available either through:

� The Action menu on tables, which show entities like volumes, pools, and ports. 
� Context menus of entities like volumes, pools, and ports.
� From panels that have a tab called Performance. 

Figure 6-6 shows an example of how you can initiate viewing performance charts in the new 
web-based GUI.

Figure 6-6   Example of launch points for performance charts

Multiple launch points for performance reports make performance reporting easier to use. You 
can use all the drill-through function to navigate from one properties panel to another, and 
finally open a performance chart. There is no longer a need to open one report and make 
notes of how entities are related to each other before you open a performance report like you 
had to do in the stand-alone GUI. 
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This new implementation of how performance information is available in the web-based GUI 
is especially useful when you are looking at a server’s details. From the panels in the Related 
Resources section, you can directly open performance charts and start your investigation.

Figure 6-7   Most active resources performance chart

6.3  Using performance charts

The structure of the charts will be the same regardless of where you initiate them. Here we 
take you through a performance chart and explain what you will be able to see, and how you 
can use the information presented. 

6.3.1  General chart structure

The general structure is shown in Figure 6-8 on page 127.

Note: The tab called Performance with this icon  
opens a special performance report. 

The report will include all objects from the panel that this tab is on. In addition, it will have 
preselected the five most active resources. Note that the performance chart will be 
included in the panel itself, rather than in a new window. See Figure 6-7 for an example.
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Figure 6-8   Panel structure

There are three main areas in the performance chart:

1. Diagram area
2. Resources area
3. Legend table

The performance charts include controls that allow the chart to be customized. See 
Figure 6-9 on page 128. 
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Figure 6-9   Controls on the performance panels

The following is a list of the controls that corresponds to the information in Figure 6-9:

1. Metrics (see 6.3.2, “Metrics selection” on page 129)

2. Show/hide the Resource panel

3. Select aggregation level

Tivoli Storage Productivity Center collects data in intervals (typically 5-minute increments) 
and creates average values for each hour and each day. For each of these levels (sample, 
hourly, and daily) there is a selectable icon to change the value in the chart.

4. Select time ranges

You can select the time ranges either by specifying a start and end time or by selecting a 
relative time frame from the list above the chart. A relative time frame, such as 12 hours or 
1 week, goes back in time from current date and time.

Note: As of V5.2.2, the default is 1-minute increments for supported devices.
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5. Chart actions (see 6.3.5, “Controls” on page 131)

6. Key Metrics View (see 6.3.3, “Legend table” on page 130)

6.3.2  Metrics selection

Depending on the component type, there are different metrics available to be included in the 
chart. If you click the plus sign (see Figure 6-9 on page 128 box marked “1”), a window is 
opened that lets you choose the metrics.

The chart can have up to two Y-axes. You can select more than two metrics, however the 
metrics cannot have more than two different units. For example, you could select the four 
metrics read I/O rate, write I/O rate, read response time, and write response time in a single 
chart. If you want to add a cache hit metric, you will need to clear either the I/O rates or the 
response times. This is because cache hits are expressed as a percentage, which is a 
different unit.

As of Tivoli Storage Productivity Center V5.2, the metrics are grouped in the Select Chart 
Metrics window (see Figure 6-10). There are key metrics that are always shown. Additional 
metrics are available when you click More to expand the metrics window. Within the 
expanded sections, the metrics are further grouped to make it easier to locate and select 
metrics. 

Figure 6-10   Select Chart Metrics window

Note: Tivoli Storage Productivity Center V5.1 and prior versions displayed time stamps 
in the time zone of where the Tivoli Storage Productivity Center user interface was 
running. The Tivoli Storage Productivity Center V5.2.2 web-based GUI will display time 
stamps based on the time zone where the Tivoli Storage Productivity Center server is 
installed.
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Depending on the component type, you might see different tabs because metrics might be 
available at different levels. In the upper right corner, you can see how many metrics you have 
selected across the different tabs. You can clear all of them by clicking the “x” icon next to the 
number of selected metrics. 

6.3.3  Legend table

The legend table contains all the entities that were available from where you launched the 
performance chart, for the entity that you used for a drill up/drill down action.

You can select up to 10 entities that will be then added to the Resources area. Only those 
entities be drawn on the diagram area. 

Because this legend is designed as a table, it provides some very helpful functions; for 
example, you can filter and sort it like any other table. In addition, you can change the sorting 
while still retaining the selection of entities, which is helpful during an analysis.

Average and worst values of the key metrics
In addition to the performance metrics collected, Tivoli Storage Productivity Center will show 
in the legend table the average and worst (can be high or low values) of the Key Metrics. The 
values are calculated online based on the time frame and the selected aggregation level 
(daily, hourly, or by sample) shown in the diagram.

You can change the Key Metrics by clicking the drop-down menu, and select Custom View. 
This allows you to specify which metrics Tivoli Storage Productivity Center should calculate 
the average and worst values for.

6.3.4  Resources

The Resource panel on the left shows you the currently selected resources of the legend 
table. You can quickly switch them on or off by clicking the specific resource name.

Line colors
For better readability, Tivoli Storage Productivity Center will use different colors for the same 
entity and different line styles for the metrics per entity in the charts. Because there are not 
that many colors that a visually impaired person can distinguish, the number of entities is 
limited to 10. 

In the case where there is only one entity selected, Tivoli Storage Productivity Center will use 
different colors for each metric in the performance chart for better readability. Figure 6-11 on 
page 131 shows an example of a performance chart of a single SAN Volume Controller (SVC) 
Cluster. 

Note: You can select up to six metrics to be displayed in a chart. More metrics can be 
displayed in the tabular view. To add metrics in the table view, right-click the table head line 
and select the metrics.
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Figure 6-11   Performance chart line colors for a single entity 

Highlighting lines
To quickly identify a resource on a chart, you can click the little square or the name in the 
Resource panel. This dims all other resources. To undo the highlighting, simply click the 
resource again. 

You can highlight more than one resource by using the Control key when clicking an 
additional resource, similar to selecting multiple rows in a table. 

The same can be done with the metrics lines. You can click one to only show this metric for all 
resources, and click it again to turn this highlighting off, or press the Control key to highlight 
an additional metric.

6.3.5  Controls

Each performance diagram has three or four icons in the upper right corner, depending on 
what is displayed:

� Chart view  

This is the view that is opened by default, so you will only see this icon if you switched to 
the table view.
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� Tabular view  

You can easily switch between the chart and the table view. When you have displayed 
more than six metrics in the tabular view, switching back to the chart will only show up to 
six metrics.

� Export data  

You can export the data that is visible in the chart or in the table as a CSV file by clicking 
this icon.

� Synchronize time  

When you click this icon, the time range settings of this window will be synchronized with 
all other open external windows with performance charts. 

� Open in new window  (also called pop out)

Open the current chart in an external window (or new tab based on your browser settings) 
to enlarge the chart.

6.3.6  Drill up/down

The drill up/down action does not have a dedicated icon like it had in the stand-alone GUI. To 
initiate a drill up/down action, right-click a component in the legend table, or click the action 
menu and select the component that you want to be displayed in a new chart. An example is 
shown in Figure 6-12 on page 133.

Tip: If you want to export more metrics for the components in the chart, go to the 
tabular view first and right click the table headline. This opens the context menu so that 
you can add more metrics to the table before you click export.

Tip: The metrics, time frame, and resources for a chart are tracked in the window web 
address when you pop out a chart in a new window. 

Once you have modified the settings for a chart to your needs, and you open that chart in a 
new window you can: 

� Bookmark the window web address showing this report. 
� Copy and paste the web address into an email or chat window.

The next time that you visit the web address, you should see the exact same chart that you 
were initially looking at. In Tivoli Storage Productivity Center V5.2, the URL always had a 
fixed time range encoded. However, this has been enhanced so that now also relative time 
ranges (for example the last 12 hours) are included in the URL. Therefore, when you open 
that link days later, you see the last 12 hours from the time when you opened the URL.
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Figure 6-12   Drill up/down action

Tivoli Storage Productivity Center V5.2 now allows more flexible drill up/down actions than 
before. Even the connection to the switches is available from the context of a storage system. 
The combinations of how you drill from one component to another are documented in the 
IBM Knowledge Center at the following web page: 

http://www.ibm.com/support/knowledgecenter/SSNE44_5.2.2/com.ibm.tpc_V522.doc/tpch_
r_performance_view_resources.html
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6.4  Constraint violation report

As we described in 6.1.3, “Threshold violations” on page 122, the performance threshold 
violations are available in the web-based GUI. The Constraint Violations report in the 
stand-alone GUI is still available. This report provides statistics over a time range and 
includes how many times a threshold was reached. See an example in Figure 6-13. 

Figure 6-13   Constraint Violation report

.

6.5  New performance capabilities

The changes in the web-based GUI as of Tivoli Storage Productivity Center V5.2 are the most 
noticeable changes. There are other performance enhancements, which we describe in this 
section.

6.5.1  SVC and Storwize disk performance

The SVC code creates new statistic files for the disk that are integrated in a storage system. 
Generally that applies to the Storwize V7000. But since SVC can also have internal SSDs, 
those resources can now be seen in disk performance reports.

Note: The number of threshold violations may not match the number of alerts that have 
been triggered or emails that you might have received. This is because you may have 
configured alert suppression options. In this case, you will see fewer alerts than threshold 
violations.
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Following is a list of metrics that Tivoli Storage Productivity Center can report on per internal 
disk:

� I/O Rate (read/write/total)
� Data Rate (read/write/total)
� Response Time (read/write/overall)
� Peak Back-end Response Time (read/write)
� Peak Back-end Queue Time (read/write)
� Queue Time (read/write/overall)
� Average Transfer Size (read/write/overall)

Drill through capabilities
In Tivoli Storage Productivity Center V5.2, there is another drilling level for performance 
troubleshooting from an MDisk to the related disk drives. In Figure 6-14, you can see the 
performance on an MDisk named mdisk10. 

Figure 6-14   Start drill down for mdisk10
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The MDisk has been selected and the context menu opened to show you how to drill down to 
the disk drives of that MDisk. A new window is opened as shown in Figure 6-15. That window 
shows all the disk drives that are included in the array that forms the highlighted MDisk.

Figure 6-15   Disk drive performance for mdisk10

Real-time SVC and Storwize performance
This feature is only available for SVC and Storwize V7.2 or greater. This option allows greater 
accuracy for viewing performance for the SVC and Storwize device family. 

Add an SVC or Storwize V7.2 or greater and probe the device. When complete, go to the 
Storage Systems pane, right-click the device as seen in Figure 6-16 on page 137, and 
choose the View Real-Time Performance option. This launches a separate window 
(Figure 6-17 on page 137) with the SVC/Storwize GUI URL.
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Figure 6-16   Real-time performance option

Figure 6-17   Separate Performance window for SVC or Storwize
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6.5.2  SAN Volume Controller enhancements

For SVC, there are new hardware options available as of Tivoli Storage Productivity Center 
V5.2.

Additional CPU card
The SVC CG8 nodes can be equipped with an additional CPU card. This card is only used 
when the node is doing compression. In this case, it does not take away any processing 
power from the other CPU, which will be used for all other processes.

Currently, Tivoli Storage Productivity Center does not include the workload of the 
compression function in the CPU utilization metric. Ultimately, SVC and Tivoli Storage 
Productivity Center should use a separate metric for this. With the current design, the CPU or 
cores are dedicated, so it really makes sense to look at them individually.

Additional four port HBA card
SVC supports a second HBA card with four additional ports. This means you can have a total 
of eight ports per node.

Tivoli Storage Productivity Center supports this additional HBA card with Tivoli Storage 
Productivity Center V5.1.1.2 and later.

6.5.3  Pool performance

For some devices, a storage pool aggregation level of performance data has been added. 
This has been available for SVC in previous releases. 

DS8000 has had the possibility to map ranks to extent pools different ways: in a 1:1 
relationship or in a 1:many relationship. Based on how you had set up the DS8000 storage 
pools, you did or did not see this information.

The pool performance data is aggregated from the volume performance data, but only data 
from primary volumes is included in the aggregation. In addition, it includes performance data 
gathered behind the cache.

Generally, the stand-alone GUI is no longer enhanced. This is because the web-based GUI 
will eventually replace it. The decision was made to retain the performance report in the 
stand-alone GUI for now to ease the migration. The new storage pool performance data can 
be found in the stand-alone GUI at:

Disk Manager  Reporting  Storage Subsystem Performance  By Managed Disk 
Group

Figure 6-18 on page 139 shows the Managed Disk Groups performance report. 
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Figure 6-18   DS8000 Managed Disk Group report

6.5.4  Host connection performance

For DS8000, SVC, and Storwize storage subsystems, the performance data of primary 
volumes is aggregated and stored in the Tivoli Storage Productivity Center database for each 
host connection. 

The aggregation works by summing up all read I/Os for all of the volumes connected to a 
host, as well as for the data rates. For other metrics such as response times or block sizes 
(transfer sizes), a weighted average is calculated.

The XIV storage subsystem keeps track of performance data by host port. Tivoli Storage 
Productivity Center can calculate the performance based on the actual workload that a 
specific host issues against a volume, even if other hosts are also using this volume.

This new aggregation for host connections is not available in the stand-alone GUI. 

Pool Activity Score
Tivoli Storage Productivity Center V5.2.2 replaces Storage Pool Utilization with Pool Activity 
Score. It attempts to combine multiple metrics and calculate one key performance indicator. It 
is expressed as a percentage value. 

The Pool Activity Score has the following attributes:

� The metric is calculated by Tivoli Storage Productivity Center.

Attention: For most devices, the performance model is limited and does not provide 
counters per volume per host. That means if you have a cluster with two or more servers 
and you define nodes of the cluster as individual host connections, each of the cluster 
nodes will all show the same aggregated performance. As a result, you should never 
manually sum up the performance of all cluster nodes, in order to avoid double counting.
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� The metric can be displayed in every storage pool panel in the web-based GUI even 
outside of performance charts.

� The metric is available for every storage system that is supported by the Tivoli Storage 
Productivity Center.

Calculation 
When Tivoli Storage Productivity Center collects performance data from a device (typically 
every 1 - 5 minutes), the Pool Activity Score is calculated and stored in the Tivoli Storage 
Productivity Center database. It is aggregated to hourly and daily values just like any other 
metric.

The Pool Activity Score metric is expressed in I/Os per second per Gigabyte (IOPS/GiB). It is 
the measure of the approximate amount of activity that occurred for the particular pool over a 
particular time interval. The exact formula varies by storage system type. For more 
information, the following link gives more detailed calculations used by Tivoli Storage 
Productivity Center:

http://www.ibm.com/support/knowledgecenter/SSNE44_5.2.2/com.ibm.tpc_V522.doc/fqz0_
r_balance_analysis_criteria.html?lang=en

Displaying the value
The Pool Activity Score (IOPS/GiB) metric is displayed by default under the performance tab 
of a storage system pool (see Figure 6-19) and will be displayed by default. 

Figure 6-19   Pool Activity Score example

By default, the Total I/O Rate and the Overall Response Time metrics are preselected. Click 
the plus sign next to Metrics to select it, as shown in Figure 6-20 on page 141. 
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Figure 6-20   Selecting the metric

Before you can select the Pool Utilization metric, you must first clear the other metrics.

6.5.5  XIV metrics

There are now metrics in Tivoli Storage Productivity Center that are specific to the XIV 
storage subsystem.

SSD metrics
The XIV storage subsystem supports the use of SSD drives as an additional layer of cache 
since version 11.1. This implementation is quite different from how the DS8000 or the SVC is 
using SSDs: The SSDs are only used for reads and not for writes. 

Because the SSDs are used as a second layer of cache, a read cache hit can therefore be a 
direct RAM cache hit or an SSD cache hit. To distinguish the two, additional metrics are 
needed.

Tivoli Storage Productivity Center introduces the following metrics, which represent those 
I/Os that were misses in RAM cache but hits in SSD cache:

� SSD Read Cache Hit %
� SSD Read Data Cache Hit %
� SSD Read Cache Hit Response Time (ms/op)

Since these are just new metrics for components that Tivoli Storage Productivity Center is 
already providing reports for, these metrics are also included in the reports in the stand-alone 
GUI.
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6.5.6  Enhancement of performance data collection

The performance monitor jobs have been enhanced so that they can now send alerts not only 
when the performance monitor stops, but also when Tivoli Storage Productivity Center was 
not able to retrieve any performance data for a number of samples. 

Because the alert definition is still performed in the Tivoli Storage Productivity Center 
stand-alone GUI, this option is also located here. This function has its own navigation tree 
entry. Figure 6-21 shows the new Subsystem Performance Alert Configuration option for a 
storage subsystem. It is available for fabric switches too, under the Fabric Manager branch.

Figure 6-21   Subsystem Performance Alert Configuration; new since Tivoli Storage Productivity Center V5.1.1

It might be a bit confusing at first, but it is simple to configure. 

You do not create the performance data collection jobs anymore. They are created when you 
add a device. You simply specify if the collection of performance data is enabled or not. This 
can be changed later. All this is done in the web-based GUI.

In the stand-alone GUI, the Subsystem Performance Alert Configuration is located at: 

Disk Manager  Monitoring  Subsystem Performance Alert Configuration 

Note: For each storage system for which Tivoli Storage Productivity Center can collect 
performance data, an entry is created automatically. It does not matter if performance 
collection is enabled, but it is a good idea to check the configuration. If you want to receive 
notifications, you must specify an email address.
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6.6  Tivoli Common Reporting/Cognos performance 
management reports

Now that the web-based GUI has so many new functions to view performance reports, you 
might ask yourself what additional information or reports can Tivoli Common 
Reporting/Cognos provide. In this section, we look at Tivoli Common Reporting in Tivoli 
Storage Productivity Center V5.2. 

6.6.1  Cognos reports 

The most innovative reports that Tivoli Storage Productivity Center V5.2 provides in Cognos 
are:

� Time range comparison

This report allows you to compare two time ranges and look for changes in the 
performance and workload. Among other settings, you will select two entities: a metric (for 
example, I/O rate) and two time ranges (for example, 2011 December 31 and 
2012 December 31). Tivoli Storage Productivity Center creates a chart with one line per 
entity, but both start at the same point on the x-axis, and continue for the duration you 
selected. You can say that Tivoli Storage Productivity Center now shows two x-axes.

This type of report is available for the following entities:

– Switch
– Port of a switch
– Pools

Use the Request for Enhancements process if you would like to see this function 
expanded to other entities.

� Performance Data Export

Tivoli Storage Productivity Center allows you to export the collected performance data for 
a complete storage system as a single Microsoft Excel file. You can use this function for 
the following situations:

– Offline analysis using functions in Excel that you are more familiar with. 

– Archiving of a certain time range before it expires in Tivoli Storage Productivity Center 
for later reference. 

– Sending performance information to a support organization in case of problems with a 
device. 

This report is in Public Folders  IBM Tivoli Storage Productivity Center Predefined 
Reports  Storage Systems  Performance Data Export

Note: Cognos only displays 15 report or folder names in one page, so to get this report 
you must use the page controls on the upper right corner of the list. See Figure 6-22 on 
page 144. 
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Figure 6-22   Page icons in the list of reports

� Other noticeable reports (that are not all new) are the performance reports for a server or 
hypervisor showing the aggregated performance of all the used volumes.

6.6.2  Positioning the interfaces

This section should help you understand which GUI to use for performance reporting with the 
Tivoli Storage Productivity Center at the time of this writing.

When to use the stand-alone GUI
This is clearly the easiest scenario to describe:

� If you need the statistical overview of threshold violation 
� If you have already defined custom reports in the stand-alone GUI 

You can re-create custom reports using the bookmark capability in the web-based GUI, but 
unfortunately that is a manual task.

When to use the web-based GUI
The web-based GUI will now be used for the majority of the performance reporting functions:

� Any interactive performance troubleshooting situation. 
� Any analysis of a threshold violation. 
� Comparing data from different components within one device or time ranges using multiple 

windows. 

When to use Tivoli Common Reporting/Cognos
Cognos is useful in the following situations:

� When you want to use a standard report layout to pass along to someone else, for 
example a server administrator. Cognos provides some performance overview reports that 
include multiple charts in a single report.
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� If you are familiar with the standard reports in Cognos, you can use some of the reports in 
troubleshooting situations, for example, the new report that shows two time ranges in one 
chart.

� When you want to run batch reports via a scheduler either to just render the reports for 
faster load times, or to send the reports via email, or store the reports centrally on a share. 

� To interactively create a new report that could be saved and later repeatedly run (or even 
scheduled) for special analysis.

6.6.3  Complete list of the performance report in Tivoli Common 
Reporting/Cognos

In this section is a list of all the predefined reports in Tivoli Storage Productivity Center 
V5.2.2, available in the Public Folders  IBM Tivoli Storage Productivity Center 
Predefined Reports path. 

� Fabrics and Switches 
– Switches

• Performance of One Switch
• Compare Performance of Multiple Switches
• Compare Performance of One Switch over Time Ranges

– Switch Ports
• Most Active Switch Ports
• Performance of One Switch Port
• Compare Performance of Multiple Switch Ports
• Compare Performance of One Switch Port over Time Ranges

� Hypervisors
– Hypervisors Capacity
– Most Active Hypervisors
– Summarized Performance of Volumes by Hypervisor
– Performance of Volumes by Hypervisor
– Hypervisor Data Stores Capacity
– Hypervisor Disks Capacity

� Servers
– File Systems

• File Systems Capacity
– Servers Capacity
– Most Active Servers
– Summarized Performance of Volumes by Server
– Performance of Volumes by Server
– Server Disks Capacity

� Storage Systems
– Controllers, Modules, or Nodes

• Most Active Controllers or Modules
• Performance of One Controller or Module
• Most Active Nodes
• Performance of One Node
• Compare Performance of Multiple Controllers and Modules
• Compare Performance of Multiple Nodes

– Disks 
• Disks Capacity
• Most Active Disks
• Performance of One Disk
• Compare Performance of Multiple Disks
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– Host Connections
• Most Active Host Connections
• Summarized Performance of Volumes by Host Connection
• Performance of Volumes by Host Connection

– I/O Groups
• Most Active I/O Groups
• Performance of One I/O Group
• Compare Performance of Multiple I/O Groups

– Managed Disks 
• Managed Disks Capacity
• Most Active Managed Disks
• Performance of One Managed Disk
• Compare Performance of Multiple Managed Disks

– Pools
• Pools Capacity
• Pools Historical Capacity
• Most Active Pools
• Performance of One Pool
• Compare Performance of Multiple Pools
• Compare Performance of One Pool over Time Ranges

– Ports
• Most Active Ports
• Performance of One Port
• Compare Performance of Multiple Ports

– RAID Arrays
• Most Active RAID Arrays
• Performance of One RAID Array
• Compare Performance of Multiple RAID Arrays

– Volumes
• Volumes Capacity
• Volumes Historical Capacity
• Most Active Volumes
• Performance of One Volume
• Compare Performance of Multiple Volumes

– Storage Systems Capacity
– Storage Systems Historical Capacity
– Most Active Storage Systems
– Performance of One Storage System
– Compare Performance of Multiple Storage Systems
– Compare Performance of One Storage System over Time Ranges
– Performance Data Export

� Storage Resource Relationships Summary
� Storage Resource Relationships Summary (Configurable)
� File System to Volume Relationships
146 IBM Tivoli Storage Productivity Center V5.2 Release Guide



Chapter 7. Cloud configuration and 
provisioning

With Tivoli Storage Productivity Center V5.2.2, updates to the new cloud configuration and 
provisioning functions are available. Using the Provisioning Storage wizard, you can request 
the amount of storage you need while conforming to requirements of the placement of 
volumes and shares. 

In this chapter, we describe these new functions, focusing on the cloud configuration and 
provisioning concepts and possible use cases. We describe implementation through test 
cases on both cloud configuration and provisioning.

Also described are the following advanced analytical functions that are available in the 
web-based GUI:

� Optimize storage tiering by using the Analyze Tiering wizard. 

� Distribute the workload of volumes across pools on the same tier by using the Balance 
Pools wizard. 

� Provision block storage by using the Provision Storage wizard.

� Enable automatic zoning to create zones during block storage provisioning to connect a 
server to a storage system.

7

Note: All operations in this chapter were performed with the IBM SmartCloud Virtual 
Storage Center (VSC) license.
© Copyright IBM Corp. 2014. All rights reserved. 147



7.1  Tivoli Storage Productivity Center Cloud Overview

The Tivoli Storage Productivity Center V5.2 Cloud Configuration function allows you to 
organize your storage environment by categorizing the resources in tiers and defining service 
classes with specific qualities of service.

This function is a requirement in setting up a storage cloud implementation, but it is highly 
recommended also in a traditional storage provisioning context. 

The following section describes the feature overview, which is Tivoli Storage Productivity 
Center Configuration, based on the Storage Management API for Clouds (SMAC). Also 
provided in the following section is a typical workflow for storage provisioning, and the 
prerequisite steps to organize your storage environment in tiers, as well as an overview on 
service classes and capacity pools.

7.1.1  Feature overview

Tivoli Storage Productivity Center Cloud Configuration is based on the SMAC API. Storage 
Management API for Clouds was introduced as a new API in Tivoli Storage Productivity 
Center V5.1. In Tivoli Storage Productivity Center V5.2, it was integrated in the web-based 
GUI. 5.2, and with each following release it was enhanced.

A useful introductory set of panels has been implemented in the web-based GUI, which 
explains the new concepts in detail. You can access these panels from the navigation pane 
from Advanced Analytics  Cloud Configuration  Learn the concepts.

The Storage Management API for Clouds REST API allows integration of external clients. It is 
used by SmartCloud Orchestrator and SmartCloud Storage Access. Tivoli Storage 
Productivity Center uses templates called Service Classes to ease the provisioning of 
volumes. By using Storage Management API for Clouds, Tivoli Storage Productivity Center 
users can define Service Classes and optionally Capacity Pools.

IBM SmartCloud Orchestrator provides an open and extensible cloud management platform 
by managing heterogeneous hybrid environments. Figure 7-1 on page 149 shows the 
integration between SMAC and SmartCloud Orchestrator. 
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Figure 7-1   Storage Management API for Cloud (SMAC) integration in Tivoli SmartCloud Orchestrator

� Service Classes allow simple provisioning of volumes and NAS shares.

Storage consumers only need to specify the size and required service class of the new 
volume or NAS share, and Tivoli Storage Productivity Center will determine the “best fit” 
for the storage resource hosting the new volume or share that is able to provide the 
service class.

� Capacity Pools may optionally be defined for specifying limits around which storage 
resources are available to be provisioned from. 

Depending on the requirements, Capacity Pools may be more useful for customers that 
cater to a larger number of different storage consumers, or in an environment that spans 
several geographically separated locations.

The combination of Cloud Configuration and Provisioning functions (described in 7.3, 
“Provisioning storage with Tivoli Storage Productivity Center” on page 172) makes Tivoli 
Storage Productivity Center a key component in the control plane of Software Defined 
Storage implementation.

7.1.2  Workflow

This section describes workflow scenarios for storage provisioning from the Tivoli Storage 
Productivity Center.

Typical Workflow
After you have configured your environment as we have described later in this chapter, this is 
a typical workflow for storage provisioning that uses Tivoli Storage Productivity Center 
functions:

1. Configuration and setup (Cloud Configuration)
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Add the definition of Tiers to storage pools

Tivoli Storage Productivity Center administrator configures a set of Service Classes (and 
optionally Capacity Pools), which reflect the different capabilities of the storage 
infrastructure.

2. Selection

The user reviews the set of available Service Classes and selects the one he wants to use 
for a new volume or NAS share.

3. Implementation (Tivoli Storage Productivity Center Provisioning)

– Filtering

Tivoli Storage Productivity Center determines the set of storage resources able to 
provide the selected Storage Classes.

– Configuration 

Out of the set of eligible storage resources, Tivoli Storage Productivity Center picks the 
most appropriate one, and reconfigures it for the new volume or share.

Workflow
Another potential scenario is when a user does not have the authorization to execute the 
provisioning. In this case, the provisioning request would go into a pending status, and the 
administrator will see the “cog wheel” icon next to the user name on the top black line of the 
web-based GUI. 

In the following sections, we describe Service Classes and Capacity Pools. The Tivoli Storage 
Productivity Center Provisioning function is described in 7.3, “Provisioning storage with Tivoli 
Storage Productivity Center” on page 172.

7.1.3  Prerequisite step: Organize your storage environment in tiers

As a prerequisite step for Cloud Configuration and provisioning, you have to assign storage 
pools to tiers. 

You can access a set of panels in Tivoli Storage Productivity Center web-based GUI, which 
explains the new cloud concepts in detail. To access these panels from the navigation pane, 
click Advanced Analytics  Provisioning  Learn the concepts.

Storage tiering is a step towards defining Service Classes and provisioning volumes that 
require a certain tier level. It allows you to optimize the placement of volumes. It is also used 
in the Tivoli Storage Productivity Center optimization tasks, Analyze Tiering, and Balance 
Pool, as described in Chapter 9, “Storage optimization” on page 207.

Notes: 

Provisioning block storage requires a Virtual Storage Center license.

The preceding workflow steps are also the same when you use the VMware plug-in, but 
may be different when SMAC is used by other products, because they may have their own 
approval process.

Note: We have only seen this type of warning displayed for requests from within Tivoli 
Storage Productivity Center or from VMware. 
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Considerations for Tiering
Some consideration should be given regarding the organization of your storage environment 
and to allow for easily assigning different categories of data to different types of storage. One 
method to facilitate this process is to initially assign a tier level to all storage pools in your 
environment. 

Although the tiers are only used for SAN Volume Controller (SVC)/Storwize for the 
Optimization function later described in this book, the provisioning is supported even without 
SVC/Storwize, so it makes sense to set up the tiers for all storage pools in your environment.

Optimization only runs on the highest level so if you have an SVC with a V5000 as the 
backend it would run on the SVC. Even if you only do provisioning at the SVC level, you could 
still use the Tiers of backend storage pools for reporting, filtering, or documentation.

Tivoli Storage Productivity Center V5 10 Tiering Levels
With Tivoli Storage Productivity Center V5, 10 tiering levels of storage pools are available, 
from tier 1 (best performing tier) through tier 10 (least performing tier). You can use as many 
different levels of tier as you want, based on the different storage subsystems and disk 
technologies in your environment. 

In the storage pools tiering process, consider those technologies not present in your storage 
environment, but that could be added soon. This allows you to leave space among tier levels 
for assignment later. This will keep you from having to reconfigure tiers and Service Classes if 
new technologies are added to your environment.

Following is a sample storage categorization:

� Tier 1. Leave this level available for future uses.
� Tier 2. SSD Disk Pools and Flash Disks Pools.
� Tier 3. Leave this level available for future uses.
� Tier 4. Hybrid Pool.
� Tier 5. Leave this level available for future uses.
� Tier 6. FC and SAS Disk Pools.
� Tier 7. Leave this level available for future uses.
� Tier 8. SATA Disk Pool.

Assign tiers
To assign a tier level to a storage pool, complete the following tasks: 

1. Select Storage Resources  Pools from the navigation pane. 

Tip: It is a good practice to avoid using Tier 10 if possible. It is unlikely you will need all 10 
tiers, and when you start using reporting, and you sort a report by the label, it will display 
similar to the following, which is most likely not the preferred format:

� Tier 1
� Tier 10
� Tier 2
� Tier 3
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2. Right-click a pool (choosing multiple pools is also possible) and select Set Tier, as shown 
in Figure 7-2. 

Figure 7-2   Storage Pool Tier assignment

7.1.4  Service classes

Service classes enable provisioning automation through infrastructure abstraction, delegating 
the determination of the best fit storage resource to Tivoli Storage Productivity Center. Tivoli 
Storage Productivity Center takes into account all attributes of the service class specified in a 
provisioning request, as well as current storage resource utilization (space, performance, and 
status) in order to identify the most appropriate resource for the new volume or share.

Service classes are a key point in mapping business requirements (capacity, accessibility, 
performance, and availability) in infrastructure capabilities (media type, disk technologies, 
RAID levels, encryption, compression, and thin provisioning).

Tips: 

You can assign a tier to a pool on almost every storage pool table that gets displayed 
anywhere in the web-based GUI.

You can filter/sort the table by storage system to easily find the pools where you want to set 
up tiers.

Note: If you see capacity in the column “unavailable Storage”, that is storage where the 
status of the pool of storage system has issues, so it will not be used for provisioning.
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Two types of service classes are available:

1. Block-storage service classes

A block-storage service class describes attributes and capabilities of block storage 
resources. When you provision volumes, you specify the requirements by using a 
block-storage service class. Based on the requirements of the service class, Tivoli 
Storage Productivity Center identifies a storage pool for the volume.

Tivoli Storage Productivity Center V5.2 provides three predefined block-storage service 
classes. While the classes are predefined, you might need to change them or adjust your 
tiers, RAID levels, and so on.

– Gold. Defined for mission-critical applications (highest-performing storage).

– Silver. Defined for applications in production (high-performing storage).

– Bronze. Defined for non-mission-critical applications (standard storage).

2. File-storage service classes

– NormalIsolation. The file system from which the NAS share is provisioned can contain 
other NAS shares. Shared storage is allowed.

– EnhancedIsolation. The file system from which the NAS share is provisioned cannot 
contain other NAS shares. Dedicated storage required.

To determine which storage systems (block and file) are supported for provisioning, refer to 
the following link:

http://www.ibm.com/support/docview.wss?&uid=swg21386446

To access the Service Classes pane, select from the Navigation menu Advanced 
Analytics  Cloud Configuration and then click Work with Service Classes. See 
Figure 7-3. 

Figure 7-3   Service Classes pane

Tip: As of Tivoli Storage Productivity Center V5.2.1, you can use the candidate storage tab 
of the service class dialog to see the matching pools.
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From the Service Classes pane you can view, edit, or delete existing classes. To define a new 
Service Class, click Create Service Class at the top of the Service Class list.

Block-storage service classes configuration
Figure 7-4 shows the General Service Class properties pane for a block-storage service 
class. From the Service Classes pane, double-click a Service Class or right-click and select 
View/Modify. 

Figure 7-4   Block-Storage Service Class Properties pane: General

From this pane, you can customize the Service Class by editing its attributes.

Table 7-1 describes the General Block-Storage Service Class attributes and the related 
resources requirements. 

Table 7-1   Block-Storage Service Class General attributes

Note: To create a new block-storage service class, the IBM SmartCloud Virtual Storage 
Center (VSC) Storage license is required.

Attribute Resource requirements

Storage Tier If enabled, storage pool needs to have been assigned to a tier value within 
the tier range specified in the service class.
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Click Advanced to get to the pane where you can set the advanced settings from the two tabs 
of the pane (see Figure 7-5 on page 156 and Figure 7-6 on page 156):

� Thin Provisioning tab

This tab is shown differently depending on the virtualization switch selection in the General 
Properties pane. 

– Virtualization On

In this case, the table refers to SVC and Storwize V7000. From the panel, you can set 
the initially allocated space. If the Auto-expand option is selected, you can define the 
granularity of the expansion and the warning level that will trigger an SVC alert. See 
Figure 7-5 on page 156. 

RAID level Storage pool’s RAID level needs to match (select “Any” for exclude filtering 
on RAID level).

Virtualization On. Pool must reside on SVC or V7000.
Off. Pool must not reside on SVC or V7000.

VDisk mirroring On. Provisioned volumes are mirrored onto a second storage pool.
Off. Provisioned volumes are not mirrored.
(This option is enabled when Virtualization is set to On.)

Thin Provisioning On. Pools need to allow Thin Provisioning.
Off. None (except for XIV, where you must set “Soft Space” equal to 
“Capacity” to prevent Thin Provisioning).

Compression On. Provisioned volumes are compressed.
Off. Provisioned volumes are not compressed.
(This option is enabled when Thin Provisioning is set to On.)a

Overallocation limit XIV: “Soft Space”/“Capacity” must be less than specified value.
Other: “Virtual Allocation” must be lower than specified value.

Encryption On: Pool must be on a DS8000, encrypted, and configured in same 
Encryption Group as is specified in service class.
Off: Pool must be not encrypted.b

Redundant Fabric Checkbox selected. Full redundant paths through a minimum of two fabrics 
are used. 
Checkbox not selected. All available paths will be used (even single paths).

Resource tags Storage resources or parent storage system needs to have all specified tags 
assigned.

a. Tivoli Storage Productivity Center can only create compressed volumes in I/O groups that 
have at least one compressed volume already. If there is no I/O group with a compressed 
volume, Tivoli Storage Productivity Center considers this as if compression is not enabled on 
the SAN Volume Controller, Storwize V7000, or Storwize V7000 Unified system. This 
methodology is used to protect you from a system where you might have different node 
hardware, therefore ensure that you run compression only on certain I/O groups, or similar 
situations.

b. At the time of the writing of this book, if encryption is turned on, storage can only be 
provisioned from a DS8000 directly, which has the corresponding encryption group 
configured.

Note: This tab is available only if on the General Properties pane the Thin Provisioning 
option is set to On. 

Attribute Resource requirements
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Figure 7-5   Thin Provisioning tab: Virtualization On

– Virtualization Off

In this case, the tab refers to XIV. You can select the locking behavior of the pool in 
case it runs out of space. See Figure 7-6. 

Figure 7-6   Thin Provisioning tab: Virtualization Off
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� Multipathing tab

From this tab, you can select the Multipathing Policy (Load balancing, Round robin, or 
Fail-over), VMware vSphere policy (Default, Round robin, or Most recently used), and the 
number of paths that will be defined during provisioning (Auto, 4, 5, 6, 7, or 8).

Figure 7-7 shows the Multipathing pane, where the requirement conditions that have to be 
met to use the multipath policy are listed. 

Figure 7-7   Block-Storage Service Class Advanced Properties pane

� Resource tags

Resource tags are used to refine the candidates for provisioning. You can define up to 
three resource tags. If resource tags are specified for the service class, only pools that 
have all the same tags are candidates for provisioning. 

File-storage service classes configuration
Figure 7-8 on page 158 shows the General Service Class properties pane for a file-storage 
service class. To access this pane, from the Service Classes pane, double-click a file-storage 
service class or right-click and select View/Modify. 

Note: If AUTO is selected, four paths are configured for IBM storage virtualizer, and two 
paths are configured for other storage systems. 
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Figure 7-8   File-Storage Service Class Properties pane: General

From this pane, you can customize the service class by editing its attributes.

Table 7-2 contains the general file-storage service class attributes and the related resource 
requirements. 

Table 7-2   File-storage service class general attributes

Click Advanced to get to the pane where you can set the advanced settings from the two tabs 
of the pane. See Figure 7-9 on page 159.

Attribute Resource requirements

Shared storage Any SONAS or Storwize V7000 Unified file system with free space available, 
or unused SONAS NSD of type “Data, Metadata”.

Dedicated storage Unused SONAS NSD of type “Data, Metadata”.

Resource tags Storage resources or parent storage system needs to have all specified tags 
assigned.
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Figure 7-9   File-Storage Service Class Properties pane: Advanced

� General tab

From this tab you can:

– Specify whether you want to create an independent file set with its own allocated 
inodes. Otherwise, the file set is created as a dependent file set, and is allocated on the 
file system. Other considerations that you should think about with this decision about 
the file set type include snapshots, quotas, and Tivoli Storage Productivity Center 
alerts.

– Choose to set the access path host replacement to the custom tag that specifies the 
replacement host name. When the share is provisioned, the access path that is 
returned by Tivoli Storage Productivity Center includes the replacement host name if 
one is specified on the custom tag for the storage system. If the storage system does 
not specify a value for the custom tag, the cluster name is used in the access path.

� Resource tags tab

This tab has the same functionality as the Resource tags tab for block-storage service 
classes (see “Block-storage service classes configuration” on page 154).

Service class and users permissions
Tivoli Storage Productivity Center administrators can grant users permission to provision by 
using the service class. They can also specify whether scheduling or running provisioning 
tasks that are created by using the service class requires administrator approval.

To access the service class user permission pane, click Users in the navigation pane of the 
service class Properties window. As an example, we have defined in our environment a user 
with a Monitor Role, called TPCoperator, and allowed the user to define a provisioning task on 
the Bronze service class. See Figure 7-10 on page 160. 
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Figure 7-10   Block-Storage Service Class Properties pane: Users

Since the Approval required switch is set to Yes, the TPCoperator User can only define and 
save the task. An administrator can later schedule or run it.

Optionally associate capacity pools with the service class
A service class can be optionally associated with one or more capacity pools. Refer to 7.1.5, 
“Capacity pool” on page 162 for details about capacity pool.

If capacity pools are defined, the Storage Constraints entry will be available in the navigation 
pane of the Service Class window. See Figure 7-11 on page 161. 

Note: If the Approval required is set to No, the defined User for TPCoperator, in addition to 
its monitoring role, can define and save the task, and also schedule or run it.
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Figure 7-11   Storage Constraints pane

Candidate Storage
Storage pools that satisfy all requirements of a service class can be seen in this pane. All 
criteria must be satisfied or the storage pool will not be listed. In the example on Figure 7-12 
on page 162, “test_service_class” was created with the requirement of Storage tier 10 at any 
RAID level. Only the volumes that met all criteria were displayed. 
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Figure 7-12   Service class candidate storage

7.1.5  Capacity pool

A capacity pool is a logical grouping of the following resources:

� Storage systems
� Storage pools
� File systems of file storage systems
� IBM Scale Out Network Attached Storage (SONAS) Network Shared Disks (NSDs)

It is possible to organize storage resources in separate capacity pools in any way that serves 
the required business needs. For example, it can be used to separate storage resources 
installed in geographically separate sites, or that have to be allocated for separate divisions 
(as well as for separate customers).

Organizing resources in capacity pools allows you to track the storage use for each division 
separately, and restrict provisioning requests to the appropriate set of storage resources, by 
restricting the Service Classes to specific Capacity pools.

To access the Capacity Pools pane, complete the following steps: 

1. From the navigation menu select Advanced Analytics  Cloud Configuration.

Note: The use of capacity pools is optional.
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2. Click Work with Capacity Pools as shown in Figure 7-13.

From this pane, you can select the available resources in your environment that you can 
assign to a Capacity Pool, by clicking the corresponding link. 

Figure 7-13   Capacity Pools pane

To assign a resource to a Capacity Pool, complete the following steps: 

1. Go to the resource pane, right-click the resource, and select Add to Capacity Pool. 

2. If your environment does not have any Capacity Pools, the Create Capacity Pool window 
opens. See Figure 7-14. 

Figure 7-14   Create Capacity Pool pane

3. In the Create Capacity Pool pane, you define a new Capacity Pool. Enter a Name for the 
Capacity Pool and optionally a description and up to three tags. 

When you add a storage system to a Capacity Pool, note that any storage pool, file 
system, or IBM SONAS NSD that is an internal resource of that storage system is also 
indirectly assigned to the Capacity Pool. 
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4. If capacity pools are already defined, the Adding Resources pane opens. Select a 
capacity Pool and click Save. See Figure 7-15.

Figure 7-15   Adding Resources pane

7.2  Cloud configuration case study

In this section, we show an example of cloud configuration with Tivoli Storage Productivity 
Center using the concepts described.

The following typical steps are used to complete a cloud configuration: 

1. Assign the tier to storage pools 
2. Refine the customization by assigning tags to storage resource
3. Define capacity pools
4. Define service class

7.2.1  Assign the tier to storage pools 

In our test environment, we assigned the storage pools tier level for a subset of storage pools 
as follows:

� Tier 2: SSD Disk Pool on SVC.
� Tier 4: FC Disks Pools defined on SVC using DS83000 MDisks.
� Tier 6: FC Disks Pools defined on SVC using DS4800 MDisks.
� Tier 8: FC Disk Pools defined using DS48000.

Restriction: A resource can be assigned to only one capacity pool. When you attempt 
to add one or more resources to a capacity pool, and those resources are already 
assigned to a different capacity pool, Tivoli Storage Productivity Center displays a 
message that lists the resources and their capacity pool assignments. When a 
message is displayed, ensure that you want to change the capacity pool assignments 
for the listed resources.
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The storage pool tiering in our test environment is shown in Figure 7-16. 

Figure 7-16   Storage pool tiering in our test environment

7.2.2  Refine the customization by assigning tags to storage resource

We further refine the customization by defining Custom Tags on a subset of the Pool 
Resources in order to reserve different pools (all of those are MDisk Groups) for different 
purposes, for example, assign each pool to a single department, as shown in Table 7-3. 

Table 7-3   Pools department assignment

We assign a Custom Tag with the department name to all the pools in Table 7-3.

To define a Custom Tag to the pool complete these steps: 

1. Right-click the pool and select View Properties. 

2. From the Properties pane, click Edit and enter the Custom Tag name. See Figure 7-17 on 
page 166.

Pool name Project

ssd Research

DS8300_site1_p01 Research

DS8300_site1_p02 Research

DS8300_site1_p03 Marketing

DS8300_site2_p01 Research

DS4800_site2_p01 Marketing
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Figure 7-17   Pool properties pane: Adding a Custom Tag 

7.2.3  Define capacity pools

In this step, we want to define capacity pools based on location. Since our environment is 
spread in two sites, we implement the capacity pool assignment at the storage subsystems 
level. We assigned the two SVC systems to the corresponding capacity pool, as shown in 
Table 7-4. 

Table 7-4   Capacity pool mapping

To add the storage system to a capacity pool complete the following steps:

1. Right-click the system and select Add to Capacity Pool.

2. From the Capacity Pool pane, enter the Pool name (and optionally a description and up to 
three Custom Tags). See Figure 7-18 on page 167. 

Storage 
resource

Capacity pool

SVC CF8 Site 1

SVC 8G4 Site 2
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Figure 7-18   Create Capacity Pool pane

7.2.4  Define service classes

In this section, we use predefined service classes and define new ones with different filtering 
options activated:

1. Editing the predefined service class

In order to make the predefined service classes more adequate to our test environment, 
we modify the tier options as shown in Table 7-5.

Table 7-5   Storage tiers for predefined service classes

2. Modify the storage tier in the service class by opening the Service Class Properties and 
move the tabs in the Storage tier section as shown in Figure 7-19 on page 168:

–  Tier 1. Leave this level available for future uses.
–  Tier 2. SSD Disk Pools and Flash Disks Pools.
–  Tier 3. Leave this level available for future uses.
–  Tier 4. Hybrid Pool.
–  Tier 5. Leave this level available for future uses.
–  Tier 6. FC and SAS Disk Pools.
–  Tier 7. Leave this level available for future use.
–  Tier 8. SATA Disk Pool.

Service Class Storage Tier alloweda

a. Tier level 1, 5, and 7 were left available for 
future uses.

Gold Tier 2, Tier 3

Silver Tier 4, Tier 6

Bronze Tier 8, Tier 9
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Figure 7-19   Editing the service class storage tiers

Figure 7-20 shows the available space for the modified predefined service classes and the 
relationship between storage pools and service classes.

Figure 7-20   Pre-defined service classes and storage pools

The Create Service Class page displays both the available space and the unavailable space 
for a service class (see the top pane in Figure 7-20). The Unavailable Space column shows 
the amount of storage that satisfies the requirements of the service class. It is unavailable 
because of the consolidated status of the storage system or its internal resources.

Tip: In order to select a specific RAID level in the service class, be sure that the target 
storage system is probed by Tivoli Storage Productivity Center. In case the pool is an 
MDisk Group, the backend storage where the MDisk Group is defined has to be probed.
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Using capacity pools
In this case study, we illustrate several ways to specify capacity pool usage:

� Site-specific service class

In the first example, we create a service class based on the predefined Silver service 
class. We filter on the pools, choosing only the pools present in Site 2. 

To do this, we use the capacity pools that we defined in 7.2.3, “Define capacity pools” on 
page 166.

We create a new service class, Silver Site 2, with the same general attributes of the 
service class Silver and filtering on capacity pools from the Specify Capacity Pool. See 
Figure 7-21. 

Figure 7-21   Service class creation: Specify capacity pool

Note: Since we defined the capacity pools at storage system level, and no overwriting 
of this property has been made at storage pools level, all the pools of the storage 
system are assigned at the same capacity pool (see 7.1.5, “Capacity pool” on 
page 162).

Important: If there are VMware systems in your environment and you are planning to use 
the Tivoli Storage Productivity Center vSphere Storage APIs for Storage Awareness (VASA) 
Provider, you should not use blank characters in service class names. See Chapter 10, 
“VMware vCenter Server configuration and use” on page 233 for further details.
Chapter 7. Cloud configuration and provisioning 169



Figure 7-22 shows the available space for the Silver Site 2 service class and its 
relationship with storage pools. As you can see, the available space in this service class is 
less than the space in Silver service class because it takes only pools from SVC 8G4 (see 
7.2.3, “Define capacity pools” on page 166).

Figure 7-22   Silver Site 2 service class and service pools

� Service class with both sites capacity pools

In this second example, we just modify the Silver service class, selecting from the storage 
constraints panel both site capacity pools. See Figure 7-23.

Figure 7-23   Silver service class editing: Specify capacity pools

Since the Silver service class uses storage systems that are assigned to Site1 or Site2 
capacity pools, the available space will be the same as the original Silver service class, 
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reported in Figure 7-20 on page 168. In this case, when configuring the provisioning task, 
users must choose which capacity pool to use. 

Using resource tags
In this example, we define a specific service class that uses only storage pools dedicated to 
Research Department. To do so, we use resource tags as defined in 7.2.2, “Refine the 
customization by assigning tags to storage resource” on page 165.

We define the new Silver Research service class, based on the predefined Silver service 
class, by adding the Research Department tag in the Advanced Properties pane. See 
Figure 7-24. 

Figure 7-24   Service class creation: Add resource tag

Figure 7-25 on page 172 shows the available space for the Silver Research service class and 
its relationship with storage pools. As you can see in Figure 7-25 on page 172, the available 
space in this service class is less than the space in the Silver service class. This is because it 
takes only from pools with the Research Department Custom tag resource tags that we 
defined in 7.2.2, “Refine the customization by assigning tags to storage resource” on 
page 165.
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Figure 7-25   Silver Research service class and service pools

Putting together capacity pools and resource tags
In this last example, we further refine the filters, defining a service class for Research 
Department in Site 1.

We create the new service class Silver Research Site 1, based on the Silver service class, 
with the following advanced configurations:

� Filter on capacity pool Site 1
� Filter on resource tag Research Department

Figure 7-26 shows the available space for the Silver Research Site 1 service class and its 
relationship with storage pools.

Figure 7-26   Silver Research Site 1 service class and service pools

7.3  Provisioning storage with Tivoli Storage Productivity 
Center

As of Tivoli Storage Productivity Center V5.2, the Provision Storage wizard is available. The 
Provision Storage wizard has changed since its introduction in V5.2 so that you can now 
select a service class for each volume in the provisioning dialog. The wizard combines SMAC 
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Cloud concepts and SAN Planner engine in a single simplified user interface that allows 
end-to-end storage provisioning.

7.3.1  Provisioning feature overview

Volume provisioning is available for Storage Resource agents, and agentless servers. The 
use of provisioning shares is possible with any Tivoli Storage Productivity Center version.

When using the Provision Storage wizard, you concern yourself only with which service class 
is needed for the new volumes or shares, and how much capacity you require. Tivoli Storage 
Productivity Center uses the service class to identify storage requirements and determines 
the best location for the storage.

You can access a set of panels in Tivoli Storage Productivity Center web-based GUI, which 
explains the new cloud concepts in detail. To access these panels from the navigation pane 
click Advanced Analytics  Provisioning  Learn the concepts.

To provision volumes, you select one or more servers and start the Provision Storage wizard, 
where you specify:

� Capacity that is required for one volume (or for more volumes)
� Service class 

Tivoli Storage Productivity Center identifies the storage pools that can provide the capacity 
and the service class. From the set of pools that can provide the capacity and service class, 
Tivoli Storage Productivity Center identifies the best location for the storage. The best 
location for the storage is based on the deallocated volume space in the pool and 
performance data. Preference is given to systems that have available performance data; in 
this case the provision process is based on the stand-alone GUI Planner functionality. 

By using the “pool utilization value” as a reference, Tivoli Storage Productivity Center 
simulates a new volume allocation (volume with “OLTP High” profile - worst case) and 
measures the value of the pool utilization to decide if the candidate pool can be the target 
pool. In Online Transaction Processing (OLTP) environments, transaction processing is 
typically characterized by a large volume of short transactions that are directly related to 
business processes. The primary goal of an OLTP system is very fast query processing while 
maintaining data integrity. Its effectiveness is measured by the number of transactions per 
second that can be achieved.

To provision a share, you select one or more servers or hypervisors and start the Provision 
Storage wizard where you specify:

� Capacity required for the share.
� Service class.
� Information about how to export the share.

Note: To provision volumes, you must have the IBM SmartCloud Virtual Storage Center 
storage license.

Note: Performance-based planning will be implemented only if performance data was 
collected in last seven days. Otherwise, the plan falls back to “space only” planning, where 
Tivoli Storage Productivity Center will favor pools with more available space over ones with 
less available space.
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Tivoli Storage Productivity Center identifies the file systems and Network Shared Disks 
(NSDs) that can provide the capacity and the service class. From the set of file systems and 
NSDs that can provide the capacity and service class, Tivoli Storage Productivity Center 
identifies the best location for the storage. The best location for the storage is based on the 
available space on the file system or NSD.

7.3.2  Prerequisites steps

The steps to implement storage provisioning with Tivoli Storage Productivity Center are 
described in this section: 

1. Set up storage and SAN monitor

– Collect storage systems asset and performance data.

– Collect switch and fabric data.

2. Prepare the servers

– Deploy SRA agents for enhanced host configuration:

• Collect host worldwide port name (WWPN) information.

• Rescan for new disks during provisioning.

• Automated HBA Multipathing policy configuration.

– Define agentless servers with operating system type and ports as described in 
Chapter 4, “Server Resource Management” on page 61. 

– Collect VMWare ESX Server Data as described in Chapter 7, “Cloud configuration and 
provisioning” on page 147. 

3. Configure for SMAC Cloud concepts. See 7.1, “Tivoli Storage Productivity Center Cloud 
Overview” on page 148.

7.3.3  Set zoning policy

You can set a zoning policy to enable automatic zoning. When automatic zoning is enabled, 
Tivoli Storage Productivity Center can create zones during storage provisioning to connect a 
server to a storage system.

When Tivoli Storage Productivity Center creates a provisioning task, it identifies the best 
location for the new storage that satisfies the requirements of the service class. If automatic 

Note: File share provisioning supports SONAS and Storwize V7000 Unified systems.

Note: Switch and fabric data are required for optional multipath planning (see 
“Block-storage service classes configuration” on page 154) and zoning changes 
(see 7.3.3, “Set zoning policy” on page 174).

Important: SRA is required for multipathing policy configuration.

Note: Tivoli Storage Productivity Center allows vSphere users to provision new 
storage and to create data stores. In this case, the VMware vSphere Web Client 
extension for Tivoli Storage Productivity Center must be installed and configured on 
the vCenter server.
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zoning is enabled, then, during provisioning, existing zones are used if the server already has 
connectivity to the storage system. Otherwise, one or more zones are created between a host 
initiator port and a controller, node, or module port.

Enable automated zoning
To enable Tivoli Storage Productivity Center automated zoning, complete the following steps:

1. From the navigation pane, click Advanced Analytics  Provisioning. 

2. From the Provisioning pane, click Set Zoning Policy and select Enable from the 
drop-down menu (see Figure 7-27). 

Figure 7-27   Set Zoning Policy pane

3. You can access the same pane also from the Fabric or Switch panel. Select a fabric and 
choose Set Zoning Policy from the Action drop-down menu (see Figure 7-28 on 
page 176). 

Note: If Tivoli Storage Productivity Center is creating new zones, it uses only one single 
initiator and one target port per zone.
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Figure 7-28   Accessing to Set Zoning Policy pane from fabric pane

When you enable automatic zoning, you can specify the following options:

� Zone name prefix

If you specify a zone name prefix, all zones that are automatically created by Tivoli 
Storage Productivity Center are prefixed with a string that you specify.

Separate zones for each path will be planned and created, with a single port initiator port 
and a single subsystem target port in each zone.

� Make changes to the active zone set

If this check box is selected, changes are made to the active zone set. If the check box is 
cleared, changes are made to the inactive zone set. In this case, the new inactive zone will 
contain only the new zones.

Tip: The prefix can help you identify which zones were automatically created, and 
which were created manually. 

Notes: 

When automatic zoning is enabled, in the provisioning task only new zones are planned 
and created. Zoning will not change if similar zoning exists in the active zone set.

In order to implement the zones, a Windows specific application is needed such as IBM 
Network Advisor. For more information, see 5.1.5, “Adding fabrics and switches” on 
page 97.
176 IBM Tivoli Storage Productivity Center V5.2 Release Guide



7.3.4  Provision Storage wizard 

The following list itemizes the pre-checks and considerations for storage provisioning with 
Tivoli Storage Productivity Center: 

� Hosts (both servers and hypervisors) without WWPNs cannot be used to provision 
volumes.

� For hosts with a connection to the Tivoli Storage Productivity Center managed fabric, only 
storage systems connected to same fabric are considered.

� Multiple hosts must have the same operating system type for volume provisioning. If the 
servers are virtual machines, the hypervisors that manage the servers must all run the 
same operating system.

� If the service class requires multipathing, or if automatic zoning is enabled, the fabrics and 
switches must be managed by Tivoli Storage Productivity Center. If the fabric is not 
managed by Tivoli Storage Productivity Center, fabric-related configuration options are 
ignored during provisioning.

� You cannot provision storage volumes to servers and virtual machines at the same time.

� When you request multiple volumes, they are provisioned from pools in the same storage 
system.

Using the Provisioning wizard
To launch the Provisioning wizard, select a server or hypervisor from the Server Resources 
pane and click Action  Provision Storage. The Provision Storage pane opens. See 
Figure 7-29. 

Figure 7-29   Provision Storage pane: Extended license version

Note: To report issues, send feedback, or submit enhancement requests, you can open 
the IBM Request for Enhancement (RFE) Community with your web browser at:

http://www.ibm.com/developerworks/rfe

For more details about request for enhancements see Appendix A, “Request for 
Enhancements” on page 285.
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If you have the Tivoli Storage Productivity Center base license, the Volumes option will be 
disabled.

From the Provision Storage pane, the wizard flow is:

� Select between provisioning of volumes or shares.

� Complete or select the fields:

– Name and Capacity

In the case of volume provisioning, you can also plan additional volumes. All volumes 
will have the same size, service class, and capacity pool.

– Ticket (optional)

The ticket identifier is associated with the provisioning plan and task, and with any 
volume or share that is created by the provisioning task.

– Service Class

Service classes that do not provide sufficient capacity for the selected service class are 
disabled. 

– Capacity Pool 

This is an optional field. Capacity pools that do not provide sufficient capacity for the 
selected service class are disabled.

� For Shares provisioning only, complete or select the share permission details fields: 

– Owner and Group of Fileshare

The wizard does not check these values. Use a valid user and group from the filer 
user-repository.

– Select export protocol:

• Network File System (NFS) 

This is preselected if the wizard is started from a Linux server, UNIX server, or 
hypervisor server.

Select the NFS access options of host name or IP address.

• Common Internet File System (CIFS) 

This is preselected if the wizard is started from a Windows Server.

Select CIFS options and ACL entries. The wizard does not check user, group, or 
SID values. Use valid entries from the filer user-repository. 

Tivoli Storage Productivity Center determines the storage placement recommendation and 
return a summary panel with the planned overall task and subtasks. The task plan and 
subtasks are shown in Figure 7-30 on page 179. The subtasks shown in the plan are: 

� Network subtask (if automatic zoning is enabled, see 7.3.3, “Set zoning policy” on 
page 174). 

� Storage subtask. 

� Host Connections subtask. 

� Multipathing subtask (for SRA only, if multipathing policy is set).
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Figure 7-30   Provision Storage task

Refer to Chapter 5, “Configuration and administration tasks” on page 85 for details about 
Tivoli Storage Productivity Center management tasks. 

The Execute and Schedule buttons are always available for Administrator users.

These buttons are also available for specific Monitor or External Application users only in the 
following situations:

� Users have been allowed to provision in the service class configuration. 
� The corresponding service class approval required option is set to No. 

See “Service class and users permissions” on page 159 for details.

7.3.5  Provisioning scenario

In this scenario, we illustrate the provisioning process with Tivoli Storage Productivity Center 
by launching the provisioning wizard to create a volume using the Silver service class.

We use a non-administrator user to launch the wizard, and then we execute the planned task 
as a Tivoli Storage Productivity Center administrator. 

The following sections describe the provisioning flow.
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Modifying service class server option
In our example we use the Silver service class configured in section 7.2.4, “Define service 
classes” on page 167.

We modify the Users service class options to allow the TPCoperator user to provision and set 
the Approval required: option to Yes. See Figure 7-31. 

Figure 7-31   Changing default Silver service class Users option

Launching the provision wizard
In this scenario, we log on to the SVC server with TPCoperator credential, and launch the 
provisioning wizard to provision a 1 GB volume to poksrv3 hypervisor system. The tasks to 
do this are: 

1. Click Advanced Analytics  Provisioning.

2. From the Provisioning pane, click Provision to Hypervisor. 

3. Right-click the poksrv3 server and select Provision Storage. See Figure 7-32 on 
page 181. 
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Figure 7-32   Select Provision Storage from provisioning pane

4. Next, customize the Provision Storage pane with our specific requirements. Select type 
Volumes as shown in Figure 7-33.

Figure 7-33   Select volumes type

5. Define the volume as shown in Figure 7-34 on page 182.
Chapter 7. Cloud configuration and provisioning 181



Figure 7-34   Define volumes

This definition includes:

– Specify name and size.
– Selection of Silver service class.
– Selection of Site 2 service class.

6. Click Next. The Tivoli Storage Productivity Center wizard process runs to determine the 
storage placement recommendation. See Figure 7-35. 

Figure 7-35   Tivoli Storage Productivity Center provision plan process running

The output of the plan is shown in Figure 7-36 on page 183. 

Note: The exclamation mark next to the Silver service class alerts you that, since the 
service class specifies multipathing but no SRA is installed on the hypervisor (an SRA 
cannot be installed on a hypervisor), multipath options will be ignored by the provision 
task.
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Figure 7-36   Tivoli Storage Productivity Center provision storage task and subtasks

7. Click Save to save the job for approval by a Tivoli Storage Productivity Center 
administrator.

Run the provision task
After the provisioning task is created, the next step is to run the provisioning task: 

1. Log on to the Tivoli Storage Productivity Center as Tivoli Storage Productivity Center 
administrator.

2. Access the Task pane by clicking Home  Tasks from the navigation pane. 

See Figure 7-37 on page 184, where the task we have defined is highlighted. 

Note: As TPCoperator, the only option available for the task is Save.
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Figure 7-37   Tasks pane

3. Double-click the task; the task details pane is shown. See Figure 7-38.

Figure 7-38   Provisioning task details

4. As the Tivoli Storage Productivity Center administrator, you can choose to Schedule, 
Execute, or Delete the task. In our scenario, we execute the task.

When the task is running, an arrow replaces the “stop” icon in the upper left part of the 
pane. See Figure 7-39 on page 185. 
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Figure 7-39   Tivoli Storage Productivity Center provision task panel 

Figure 7-40 on page 186 shows the summary pane for the submitted task. As you can 
see, even if all the subtasks successfully completed, the overall task completed with a 
warning message. The warning was expected since the service class multipath option 
was not considered. 
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Figure 7-40   Provisioning task summary with warning message

5. A combined log file, combining the logs for all the subtasks is generated. To access the 
log, click the Open Logs link from the Provisioning pane. See Figure 7-41, where a part of 
the log is reported with the highlighted warning message.

Figure 7-41   Task consolidated log
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Verifying the storage provision
In this section, we describe the steps to verify our provisioning. Access the detail pane of the 
poksrv3 hypervisor and search for the new volume: 

1. From the navigation pane, click Server Resources  Hypervisor.

2. Right-click poksrv3 and select View Details. The Overview pane for poksrv3 opens. See 
Figure 7-42.

Figure 7-42   poksrv3 Details pane

3. Click the Disks entry in the left navigation pane (highlighted in Figure 7-42) to access the 
disk detail pane. 

Figure 7-43   poksrv3 Disks details pane
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4. In order to have a comprehensive view on the available connections from the server to the 
storage as defined in the provision task, use the web-based GUI Data Path.

To access the Data Path Explorer from the Hypervisor pane, right-click poksrv3 and 
select View Data Path. Figure 7-44 shows the Topology View tab of the Data Path 
Explorer pane for the system after the task provision ran.

Figure 7-44   Data Path for poksrv3

Note: Before you can view information in the Data Path Explorer, run a probe job 
against the fabrics involved in the provision task in order to align the Tivoli Storage 
Productivity Center database with the new zone configurations (see “Probes” on 
page 101 for details about probe process).
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Chapter 8. Transforming volumes

In Tivoli Storage Productivity Center V5.2, you can transform fully allocated volumes to 
compressed or thin-provisioned volumes, or transform compressed or thin-provisioned 
volumes to fully allocated volumes. You can move volumes to other pools or to pools that are 
enabled for Easy Tier.

Tivoli Storage Productivity Center can set these characteristics for a volume: 

� Migrate pool
� Thin provisioning
� Compression
� Easy Tier

In this chapter, we describe the latest volume transformation functions available as of Tivoli 
Storage Productivity Center V5.2, and show actual implementation through the description of 
test cases in our environment.

8

Note: All operations in this chapter were performed with the IBM SmartCloud Virtual 
Storage Center (VSC) license.
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8.1  Transform storage feature overview

With the new Tivoli Storage Productivity Center web-based GUI, several methods of 
transforming storage have been introduced on virtualized storage systems (IBM SAN Volume 
Controller (SVC), IBM Storwize V7000, and IBM Storwize V7000 Unified), which were not 
available in Tivoli Storage Productivity Center V5.1. In prior releases, the web-based GUI was 
basically only used to visualize what you have in your environment and how the entities are 
related to each other.

As of Tivoli Storage Productivity Center V5.2, volumes can be moved from one pool to the 
other or even within one pool. The transform storage functions, even if not strictly defined as 
storage optimization functions, change volumes attributes. They have impact on volume 
behavior and on storage environment settings, like tiers and capacity pool (described in 
Chapter 7, “Cloud configuration and provisioning” on page 147). 

Tivoli Storage Productivity Center V5.2 uses VDisk mirroring to implement most of the 
transformations. This means that volume transformation is only supported with SVC, Storwize 
V7000, and Storwize V7000 Unified.

8.1.1  Transform Storage wizard

The Transform Storage wizard groups a set of functions that allow you to perform the 
following actions on volumes:

� Transform fully allocated volumes to compressed or thin provisioned volumes and vice 
versa.

� Move volume to other pools, or to pools that are enabled for Easy Tier.

Before you open the Transform Storage wizard, you must probe the storage virtualizers to 
collect information about the logical devices, such as volumes and virtual disks that are 
associated with the storage virtualizer.

Figure 8-1 shows the available Transform Storage options. To access this pane:

1. From the Volumes pane right-click an SVC, V7000, or V7000 Unified volume.

2. Select Transform Storage.

Figure 8-1   Transform Storage pane
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By using the Transform Storage wizard, a specific task with the suggested operation is 
generated. See 7.3.4, “Provision Storage wizard” on page 177 for details about task creation 
and use.

If you have defined capacity pools in your storage environment when implementing Migrate 
Pool or Easy Tier actions, capacity pool restrictions are not considered by Tivoli Storage 
Productivity Center. Therefore, the candidate target pools cannot be in the current capacity 
pool.

For this reason, when selecting the Transform Storage option for a volume in a capacity pool, 
a warning message appears, as shown in Figure 8-2.

Figure 8-2   Warning message for volumes in a capacity pool

If you receive the message in Figure 8-2, we suggest you choose, if available, a storage pool 
in the same capacity pool as the candidate target pools. Otherwise, consider if other actions 
may be needed before implementing the volume transformation. For example, review either 
the capacity pools definitions or the requirements for volume transformation.

8.1.2  Requirements and restrictions

In this section, we list requirements for implementing volume transformation:

� The Transform Storage feature is only available with the IBM SmartCloud Virtual Storage 
Center storage license. 

� Only Tivoli Storage Productivity Center administrators can implement the Transform 
Storage functions.

� The volume transformation functions are based on VDisk copies. They are only supported 
for volumes defined within the SVC, Storwize V7000, and the Storwize V7000 Unified 
storage systems. 

Following are restrictions for converting or moving volumes:

� To move volumes, the destination pool must be on the same storage virtualizer.

Note: Multiple choices are also available. For example, you could want to implement 
compression or thin provisioning on a volume and move the volume in a different pool at 
the same time.
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� To convert or move volumes, image mode volumes must be converted to managed mode 
volumes. Refer to the V7.1 Information Center for IBM System Storage SAN Volume 
Controller for detailed information about volume conversion. The IBM Knowledge Center 
can be found at the following web address:

http://www-01.ibm.com/support/knowledgecenter/STPVGU/landing/SVC_welcome.html

� To convert fully allocated volumes to compressed volumes, you must have the IBM 
Real-time Compression™ license.

8.2  Transform storage functions use

In this section, we provide the volume transformation tasks available with Tivoli Storage 
Productivity Center, and illustrate practical use of these functions through test cases we ran in 
our lab.

8.2.1  Migrate pool

The migrate pool options are self-explanatory. Through the Transform Storage wizard Migrate 
Pool option, you create a task that will move the selected volume on the recommended pool 
among those that you selected among the available pools (pools with enough space in the 
same storage subsystem where the selected volume is).

Tivoli Storage Productivity Center chooses the target pool using the same criteria used for 
provisioning, as discussed in 7.3, “Provisioning storage with Tivoli Storage Productivity 
Center” on page 172. The real volume utilization is used instead of the “OLTP High” profile.

If a pool migration is requested through the Migrate Pool function, or required by the Easy Tier 
function, Tivoli Storage Productivity Center uses the same Planner function used for 
provisioning (described in 7.3, “Provisioning storage with Tivoli Storage Productivity Center” 
on page 172) to choose the target pool among the candidate pools available.

Test case volume migration
In this example, we run the Migrate Pool wizard for the volume ITSO_test_v01. The 
ITSO_test_v01 volume is defined in the DS8300_site1_p03 pool in the SVC_CF8 storage 
system:

1. Right-click the ITSO_test_v01 volume from the Volumes pane and select Transform 
Storage as shown in Figure 8-3 on page 193.

Note: If a pool migration is requested by a user (Migrate Pool function) or maybe required 
by the function itself (Easy Tier function), Tivoli Storage Productivity Center uses the same 
Planner functionality used for provisioning, described in 7.3, “Provisioning storage with 
Tivoli Storage Productivity Center” on page 172, to choose the target pool among the 
candidate pools available.

Tip: Since we know that the volume is defined in the storage system SVC_CF8, we use 
the filter field to select only entries with CF8 characters. 
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Figure 8-3   Volume selection

2. The warning message shown in Figure 8-2 on page 191 appears. Click Next and proceed 
with the wizard.

3. From the Transform Storage pane, we select Migrate Pool as shown in Figure 8-4. 

Figure 8-4   Transform Storage pane: Migrate Pool selection

4. We now choose to move the volume to a different pool with the same tier level. Select 
DS8300_site1_p01 and DS8300_site1_p02 among the available volumes. See 
Figure 8-5 on page 194.

Note: The capacity pools that we defined in Chapter 7, “Cloud configuration and 
provisioning” on page 147 were defined at storage system level, and the Migrate Pool 
option suggests as target pools only pools in the same storage system. Based on this, the 
volume will not be moved to a different capacity pool.
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Figure 8-5   Transform Storage: Target pools selection

5. Clicking Recommend creates the Transform Plan task. Figure 8-6 shows the successfully 
completed task for the volume. 

Figure 8-6   Transform Plan pane showing successful task creation

Tivoli Storage Productivity Center chose DS8300_site1_p01 as the destination pool that 
best fits the request. See 7.3.4, “Provision Storage wizard” on page 177 for details about 
the Tivoli Storage Productivity Center algorithm.

6. You can now Schedule or Execute the task. Refer to Chapter 5, “Configuration and 
administration tasks” on page 85 for further details about Tivoli Storage Productivity 
Center task management. Click Execute to run the task. Figure 8-7 on page 195 shows 
the result. 
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Figure 8-7   Task result showing successful task completion

7. In order to update the Tivoli Storage Productivity Center database tables with the changes 
the task made, after task completion, we run a probe against the storage system 
SVC_CF8. 

From the Storage System pane, we right-click SVC_CF8 and select Data Collection  
Start Probe, as shown in Figure 8-8 on page 196. 
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Figure 8-8   Running a probe against SVC_CF8

8. After the probe completion, we finally verify the new volume location using the Volumes 
pane. We use the filter function to quickly select the volume. Figure 8-9 shows the volume 
and highlights the new pool where it is located. 

Figure 8-9   Volume ITSO_test_v01 moved to DS8300_site1_p01 pool

8.2.2  Thin provisioning

Thin provisioning enables the storage to present the required capacity to the host while 
allocating only the actual used capacity in terms of space on the physical storage media.

Using the thin provisioning function, you can convert fully allocated volumes to 
thin-provisioned volumes or thin-provisioned volumes to fully allocated volumes.
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Multiple volumes selection is possible. In this case, the wizard shows the maximum capacity 
of the volume with the lowest capacity. For example, you select two volumes. The maximum 
capacities of the volumes are 10 GiB and 20 GiB. The maximum volume capacity that is 
shown is 10 GiB. The changes to the settings are applied to all of the volumes.

Test case thin provisioning
In this example, we illustrate the thin provisioning function by using the function on a fully 
allocated volume named ITSO_test_v20. Figure 8-10 shows the volume and highlights the 
columns where we see that it is a fully allocated volume. 

Figure 8-10   Volumes pane: ITSO_test_v20 details

1. Right-click the ITSO_test_v20 volume and select Transform Storage. Since the pools 
where the volume is defined is in a capacity pool, we receive the warning message shown 
in Figure 8-2 on page 191.

2. From the Transform Storage pane, select the Thin Provisioning option and set the 
switch to On. See Figure 8-11. 

Figure 8-11   Transform Storage pane: Thin Provisioning selection

Note: Extra space is temporarily required to convert volumes to thin-provisioned or fully 
allocated volumes.
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3. After clicking Next, the Transform Storage pane in Figure 8-12 is presented. Enter the 
required information and set the values as required. 

Figure 8-12   Thin Provisioning configuration pane

In case of multiple volumes selection for the function, the Maximum volume capacity 
field refers to the smallest volume size. Figure 8-13 shows an example where two volumes 
are selected. 

Figure 8-13   Thin Provisioning configuration pane for multiple volumes
198 IBM Tivoli Storage Productivity Center V5.2 Release Guide



Following are the configuration pane fields in Figure 8-12 on page 198 and their use:

– Allocated Space

In this field, we enter the real capacity value. By using the drop-down menu, is it 
possible to use percentage or absolute values (expressed in MiB, GiB, TiB). 

• Percentage values. In this case, the real capacity is equal to the indicated 
percentage value of the current capacity.

• Absolute values. As an example, an absolute value of 1 GiB would be the real 
capacity for the ITSO_test_v20 volume.

– Auto Expand

• When this option is set to Yes, space is automatically added to the thin-provisioned 
volume when it is needed. The amount of space that is added is determined by the 
value that you enter in the Allocated Space field; in our case the value is 1 GiB for 
volume ITSO_test_v20.

• If Auto expand is set to No, the thin-provisioned volume is taken offline when it runs 
out of available space.

– Warning level. A warning event is generated on the storage system when the 
percentage of used space exceeds the value that you specify. You can define a 
warning level by both entering the value in the field or moving the warning level in the 
bar. In our case we set the warning level at 9%.

– FlashCopy Volumes. In our example, we simulate that ITSO_test_v20 is defined in a 
FlashCopy relationship (for example as source volumes). So we set this option to Yes. 
This setting makes the Grain size field available.

– Grain size. This field is required if the volumes are in a FlashCopy relationship because 
the value must be set equal to the value of the corresponding volume in the Copy 
relationship.

4. By clicking the Recommend button the Transform Plan task is shown in Figure 8-14 on 
page 200.

Note: You must set Auto expand to Yes to set a warning level.
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Figure 8-14   Transform Plan pane

5. Run the task by clicking Execute. Figure 8-15 shows the successfully completed task for 
the volume. 

Figure 8-15   Task execution successfully completed

6. In order to update the Tivoli Storage Productivity Center database tables with the changes 
the task made, after task completion, run a probe against the storage system SVC_CF8. 
From the Storage System pane, right-click SVC_CF8 and select Data Collection  Start 
Probe.
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After the probe completes, verify the new ITSO_test_v20 attributes using the Volume 
pane. Figure 8-16 shows the volume and highlights the attributes. 

Figure 8-16   Volumes pane: ITSO_test_v20 details

8.2.3  Compression

The volume compression function in SVC and Storwize storage systems is based on the 
Random Access Compression Engine (RACE), implemented into the SAN Volume Controller 
and Storwize V7000 thin provisioning layer.

RACE is seamlessly integrated into the existing software stack of SAN Volume Controller 
version 6.4.0 in a fully transparent way. This integration does not alter the behavior of the 
system so that previously existing features are supported for compressed volumes.

Refer to the IBM Redbooks publication Real-time Compression in SAN Volume Controller and 
Storwize V7000, REDP4859, for details about the Real-time Compression feature.

To implement the Compression function on a volume, complete the following steps: 

1. Right-click the volume and select Transform Storage.

2. From the Transform Storage pane, we select the Compression option and set the switch 
to On as shown in Figure 8-17. 

Figure 8-17   Transform Storage pane: Compression selection
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The Compression implementation process is very similar to the thin provisioning process 
described in “Test case thin provisioning” on page 197, so we do not go into detail describing 
a test case for compression. Refer to the settings explanation described after Figure 8-12 on 
page 198.

8.2.4  Easy Tier

Easy Tier is a performance function that automatically migrates or moves extents off a volume 
to, or from, one MDisk storage tier to another MDisk storage tier. Easy Tier monitors the host 
I/O activity and latency on the extents of all volumes with the Easy Tier function turned on in a 
multitier storage pool over a 24-hour period (heatmap creation).

Next, it creates an extent migration plan based on this activity and then dynamically moves 
high activity or hot extents to a higher disk tier within the storage pool. It also moves extents 
whose activity has dropped off or cooled from the high-tier MDisks back to a lower-tiered 
MDisk.

Refer to the IBM Redbooks publication Implementing the IBM System Storage SAN Volume 
Controller V6.3, SG24-7933, for details about the SVC thin provisioning feature.

Test case Easy Tier
In this example, we use the Easy Tier function on the itso_test_v10 volume to move it on a 
hybrid pool. The volume is initially defined in a regular storage pool, DS8300_site1_p03. See 
Figure 8-18. 

Figure 8-18   Volume pane: itso_test_v10 details

The thin provisioning function will move the volume in a hybrid storage pool, in our case ssd.

Note: When you set Compression to On, thin provisioning is automatically enabled. This 
is because compression algorithms use the thin provisioning function of SVC.

Important: When you use this function on a volume, Tivoli Storage Productivity Center 
selects as candidate target pools those pools on which Easy Tier is enabled. This does not 
necessarily mean that the target pool is a hybrid pool (for SVC a hybrid pool is a pool that 
contains both SSD and HDD disks). It could also be a pool where the Easy Tier is enabled 
for the creation of volumes heatmap in order to define candidate volumes for Easy Tiering.
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1. Right-click the volume and select Transform Storage. Since the pools where the 
itso_test_v10 volume is defined are in a capacity pool, we receive the warning message 
shown in Figure 8-2 on page 191.

2. From the Transform Storage pane, we select the Easy Tier option. See Figure 8-19. 

Figure 8-19   Transform Storage pane: Easy Tier selection

3. In the Easy Tier pane, select a target pool among the candidate pools. Since we want to 
move the volume in a hybrid pool, we choose ssd as the target pool, which is the only 
available hybrid pool. DS8300_site1_p03 is not a hybrid pool, but it has the Easy Tier 
function enabled, as discussed in 8.2.4, “Easy Tier” on page 202. See Figure 8-20.

Figure 8-20   Transform Storage pane: Target pool selection

Note: Since the Easy Tier function moves the volume from the current pool to a hybrid 
pool, when you select Easy Tier, the Migrate Pool function is automatically selected, 
as shown in Figure 8-19.
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4. Click Recommend. The Transform Plan task is shown. See Figure 8-21. 

Figure 8-21   Transform Plan pane

5. To run the task, click Execute. Figure 8-22 shows the successfully completed task for the 
volume.

Figure 8-22   Task execution successfully completed

6. In order to update the Tivoli Storage Productivity Center database tables with the changes 
the task made, after task completion, run a probe against the storage system SVC_CF8. 
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From the Storage System pane, right-click SVC_CF8 and select Data Collection  Start 
Probe.

7. After the probe completion, verify the new ITSO_test_v10 was moved to the ssd pool 
using the Volumes pane. See Figure 8-23. 

Figure 8-23   Volume itso_test_v10 details
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Chapter 9. Storage optimization

In this chapter, we introduce storage optimization and provide the planning knowledge that 
you need to work with the tiering and balancing features that are included in the optimization 
topic. Some of the functions have been available in prior releases of Tivoli Storage 
Productivity Center and Virtual Storage Center. In Tivoli Storage Productivity Center V5.2, all 
the optimization features have been consolidated and are available in the new web-based 
GUI, so it is easy to use.

The storage optimization function for tiering analysis has been enhanced in a way that you no 
longer need to provide the storage pool read I/O capability in order to make 
recommendations. SAN Volume Controller (SVC) and Storwize V7000/V7000 Unified are 
collecting the data required for calculating and using Tivoli Storage Productivity Center’s 
formulas to calculate activity. 

Tiering analysis provides a simple and unified storage volume placement optimization 
through a new automatic mode that works to optimize the storage within a tier level first by 
balancing pools before making a recommendation to up-tier or down-tier a volume. You might 
find recommendations to move a volume within a tier.

In addition to optimization, there is a new function in Tivoli Storage Productivity Center V5.2.2 
called Volume Transformation, which is described in Chapter 8, “Transforming volumes” on 
page 189. Volume Transformation is similar in its implementation of the tasks and schedules 
to storage optimization. We do not spend much time repeating these concepts in this chapter. 

9

Note: All operations in this chapter require the IBM SmartCloud Virtual Storage Center 
(VSC) license.
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9.1  Storage optimization in Tivoli Storage Productivity Center

Tivoli Storage Productivity Center has included functions to help administrators use storage 
more efficiently for quite some time. In this chapter, we look at the history of storage 
optimization in Tivoli Storage Productivity Center. We then look at how it is implemented in 
Tivoli Storage Productivity Center V5.2. 

9.1.1  Storage Optimization functions 

Since there are two very different functions put together under the name Storage 
Optimization, we describe them separately and use the terms that the Tivoli Storage 
Productivity Center web-based GUI is also using:

� Analyze Tiering (formerly known as Tiered Storage Optimizer)
� Balance Pool (formerly known as the Storage Optimizer)

The diagram in Figure 9-1 provides a simplified overview of the intent of the two functions. It 
also shows that you can use the functions together with Easy Tier. In that case, Tivoli Storage 
Productivity Center can help determine which volumes are good candidates to be moved to 
an Easy Tier enabled pool. There is no need for you to manually review performance data for 
many candidate volumes.

Figure 9-1   Analyze Tiering versus Balance Pools

Tivoli Storage Productivity Center is not limited to four pools only, but for the purpose of 
explaining the concept this is sufficient.

Note: The fact that one of your tiers is using Easy Tier is not directly considered, so you 
need to make sure where in the hierarchy of up to 10 tiers you position Easy Tier enabled 
pools.

We also recommend using the Advanced method to analyze which of the volumes should 
be moved into an Easy Tier enabled pool or the other way around.
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Analyze Tiering function
The Analyze Tiering function will help you determine if a selected set of volumes or pools can 
use the storage more efficiently by moving some volumes to a different tier level. For that 
purpose, you should have tagged the pools with the appropriate tier levels so that Tivoli 
Storage Productivity Center understands what up-tiering and down-tiering means in your 
environment. 

As an example, you can identify volumes that are currently in an Easy Tier enabled pool, or a 
high tier pool in general, but do not really have a high enough workload to justify the 
placement. This enables you to down-tier volumes to free up space for other volumes. 

At this time, the tiering recommendations are only based on the performance data and 
analysis that Tivoli Storage Productivity Center is doing. Tivoli Storage Productivity Center 
does not consult the SVC heat map files, so you should still review the recommendations with 
this in mind.

Balance Pools function
Balance Pools is basically the Storage Optimizer function. Think about this situation: you 
might have created a lot a new volumes last week, and this week you need to delete a 
number of volumes. The remaining volumes are in the same tier, but in different storage 
pools. At this point, it is likely that the two (or more) pools are receiving different workloads. 
The Balance Pool function attempts to determine which volumes should be moved from one 
pool to the other to achieve a more balanced workload across the pools in this tier.

Volume Transformation
This is a new function in Tivoli Storage Productivity Center V5.2.2 that is not strictly a storage 
optimization function, but it is a way to manually change attributes (compression, thin 
provisioning, and Easy Tier) and the location of a volume or a group of volumes.

In some ways the volume transformation is very closely related to storage optimization for the 
following reasons:

� Turning Easy Tier on for a volume will change its performance.
� Moving a volume to a different pool can change the performance of a volume.

If you think about it, the volume transformation is really a manual way to do the same as the 
tiering analyses or balancing. You take a volume and move it somewhere else. This is helpful 
because you can schedule execution of volume transforms for a future time and can select 
multiple target pools for such a task. Then Tivoli Storage Productivity Center will make a 
recommendation into which target pool the volume should be moved, which is very close to 
what the other optimization features do. With a simple right click, you can also look at the 
volumes workload before you move it, so everything you need to manage your SVC or 
Storwize is in one place. Volume Transformation is described in detail in Chapter 8, 
“Transforming volumes” on page 189.

9.1.2  Storage Optimization process 

In the section, we look at the process to get started with Storage Optimization. 

Learn the Concepts introduction dialogs
For some of the new or changed functions In Tivoli Storage Productivity Center V5.2.2, you 
will find the so called Learn the Concepts introduction dialogs when you open the functions in 
the Advanced Analytics in the main navigation bar. See Figure 9-2 on page 210. 
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Figure 9-2   Storage Optimization: Learn the Concepts

The Learn the Concepts panel is meant to provide a quick introduction with text and pictures. 
There are panels from which you can take the next steps by clicking the tabs:

� Assign Storage to Tiers
� Optimize Volumes
� Optimize Pools

You do not need to perform any of the steps from the Advanced Analytics dialog because you 
can start the assignment and the task from anywhere in the Tivoli Storage Productivity Center 
web-based GUI. However, as you are getting familiar with Storage Optimization, this panel 
provides a helpful guide through the process.

You might ask yourself why, in addition to SVC or other Storwize storage systems, in the 
Assign Storage to Tiers panel you will simply list all storage pools. The tier definition is not 
only used for the optimization but also for the other functions in Tivoli Storage Productivity 
Center like provisioning. So it does make sense to define tiers level also to storage pools of 
other storage systems. It may seem unnecessary for pools that are only providing capacity 
(MDisks) to a storage virtualizer. But since theoretically that pool might just as well provide 
storage to a server, Tivoli Storage Productivity Center will list those pools as well in this panel.

However, for the optimization to work, you only need to assign tiers to pools of SVC or 
Storwize V7000/V7000 Unified pools.

The volume transformation is not listed here because it really is meant to be a manual tool, 
that you can quickly start from many places in the web-based GUI.

This was just a short introduction of the functions and the history of Tivoli Storage Productivity 
Center. In the next sections, we will describe the functions in more detail.
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9.1.3  Outline of steps

Basically, any kind of optimization (and also transformation) is a two-phase process. At this 
point, we provide a brief outline of the process. 

Phase 1
The first phase of the storage optimization process is to select the resources. 

You can initiate the optimization tasks from many places in the Tivoli Storage Productivity 
Center web-based GUI either through the actions menus or when you right-click an object. 
Depending on the type of object that you selected (storage system, pool, volume, or server), 
you might not see not all functions. For example, if you just selected volumes, the Balance 
Pool functions will not be available.

These are the contexts from which you can start the analysis:

� Server (either with SRA or Agentless)
� Hypervisors
� Storage Systems
� Pools
� Volumes

Except for some panels in the Advanced Analytics menu, you can start the optimization from 
any panel that lists volumes or pools.

Specify parameters
This part is specific to the type of optimization that you are running. We have documented this 
for the two functions separately here:

� Analyze Tiering: 9.2.4, “Using Analyze Tiering” on page 218

� Balance Pools: 9.3.4, “Using Balance Pools” on page 225

Run an analysis summary
The analysis will first check some prerequisites and then open a wizard that might display 
informational messages. You can enter information like thresholds. At the end, you click the 
Analyze button. At this point, an analysis task will be created and runs in the background. If 
you do need to do other work you can close the dialog now, and return to that task later on. 
The task will be available in the context of the devices that are related to the task, as well as 
on the Task tab of Storage Systems and Tasks panel within the Home menu.

Once the analysis is finished and the results are displayed, you can change the default name 
of the analysis task to give it a more meaningful name. 

In case you had closed the wizard, you can open the results of the analysis task from one of 
the task panels. 

From the results of the analysis task, you can also take the action to schedule the analysis 
part to run repeatedly every scheduled number of days. 

Phase 2
The second phase of the storage optimization process is to review the results of the analysis 
task. Either you still have the wizard open, or you will go to a task panel, and double-click an 
analysis task to review the results.
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Execute the recommendations now or schedule the execution to run later
If you are happy with the recommendations, you can let Tivoli Storage Productivity Center 
implement them by clicking Execute or you can set up a one-time schedule if you click the 
Schedule drop-down list and select Execution. However, scheduling the execution is 
obviously a one time task, and cannot be repeated.

The execution of the task is based on the SVC VDisk mirror functions. Tivoli Storage 
Productivity Center is adding a VDisk copy, syncing it, and removing the initial copy, just like 
Tivoli Storage Productivity Center is also doing for Volume Transformations.

While the execution is running, you can pause, cancel, or resume the task.

9.1.4  Assigning tiers 

Tivoli Storage Productivity Center V5.2.2 introduced the tagging of storage pool, so that you 
can assign a Tier label to a pool. Each environment is slightly different so Tivoli Storage 
Productivity Center provides up to 10 Tier levels that you can use.

In Chapter 7, “Cloud configuration and provisioning” on page 147, we explained how you 
assign the tier, which can be done from all panels in the web-based GUI showing a storage 
pools table by right-clicking a pool and selecting Set Tier from the menu. You can assign 
Tier 1 - 10 and you can also reset the Tier by selecting None.

Considerations
There are several considerations when you assign tiers:

� Any user with the Administrator or Monitor role can set tiers

� For the optimization functions, you only need to set a tier for pools of SVC or Storwize 
storage systems.

� In general, it is a good practice to use this function even if you are not using the 
optimization function of Tivoli Storage Productivity Center because it allows you also to 
group, sort, and filter similar pools and create reports based on the tier level.

� When you assign the Tier tags to storage pools, Tivoli Storage Productivity Center allows 
you to choose numbers between 1 and 10. You should make use of this, and not use 
sequential numbering. You might need a tier definition in the middle later on.

Note: At the time of this writing, previously created analysis tasks allow you to edit certain 
input parameters and rerun analysis but it is not possible to change the list of storage 
objects (storage systems, pools, volumes, or servers) that were initially selected.

Note: SVC allows you to adjust the speed of syncing volume copies by specifying a sync 
rate. This rate can be changed even during the process. So all Tivoli Storage Productivity 
Center is doing when you pause a running task is set the sync rate to zero. When you 
resume, the sync rate is set to 100 again to restart the data movement.

In case your VDisk was initially mirrored, Tivoli Storage Productivity Center will set the 
sync rate to the value it was set before the execution of the task.

Tip: Since there are 10 levels available you might not just use Tier1, Tier2, and Tier3, but 
you might want to leave some tier levels empty so that can better react to changes in your 
environment.
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9.2  Analyze tiering

The tiering analysis function is a tool that you can use to optimize your storage resources. 
When evaluating volume tier placement, there are two key concerns:

� Performance capability constraints: Even if a storage pool has sufficient physical capacity 
for many more storage volumes, the additional input/output (I/O) load of these volumes 
may be such that one or more of the storage components (for example, the backing 
subsystem) may become overwhelmed, resulting in degraded performance for all storage 
volumes in the storage pool. Tivoli Storage Productivity Center allows the specification on 
an Activity Limit to help avoid such situations.

� Although multiple pools in the same tier are likely to be using the same (or similar) disk 
technology, the actual storage pool performance scales with the number of disk drives. 
Tivoli Storage Productivity Center’s activity score measure normalizes non-cache I/O 
activity by storage pool capacity as a basic approximation for this.

So when using this function, Tivoli Storage Productivity Center will look at the workload of the 
selected volumes or pools (and the storage pools that the selected volumes belong to), as 
well as the current workload and the capability of the target pools that were specified in the 
analysis task wizard. Tivoli Storage Productivity Center will run an analysis and provide 
recommendations for the movement of volumes, if it can find any better placement.

The function Analyze Tiering is not completely new in Tivoli Storage Productivity Center 
V5.2.2. In V5.1, Analyze Tiering was already introduced, but at that time the function was 
almost completely command-line driven. With Tivoli Storage Productivity Center V5.2.2, the 
function has been expanded and it is now available in the web-based GUI.

9.2.1  When to use Analyze Tiering

These are several situations when you might want to use the tiering analysis: 

� Over time workloads may change, or the person requesting a volume might have 
over-estimated or under-estimated the requirements, and so the volume might not be in 
the optimal pool anymore. In this case, you can define an analysis task to check if there is 
a better location for the workload.

� If you have a performance problem for one set of volumes, you can use this function to:

– Determine if those volumes should be moved up to a higher tier level.

– Determine if other volumes of the same pool might cause a problem and should be 
moved up a tier level.

– Find a set of less active volumes that can be moved down a tier without impacting their 
performance. Depending on the situation, you might also run the Balance Pools 
function if you have more than one pool defined. 

� Maybe you allocated volumes on a high performance tier just because there was free 
capacity then. Over time, the tier might fill up so you should continuously check and see if 
there are volumes that should be moved to a different tier. In this case, you can set up 
Tivoli Storage Productivity Center so that the analysis phase runs regularly (for example, 
every 1 to 14 days).
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9.2.2  Considerations for using Analyze Tiering

In this section, we list various considerations regarding the use of the Analyze Tiering 
function: 

� Tivoli Storage Productivity Center is always moving full volumes from one tier to the other, 
so Tivoli Storage Productivity Center tiering is not the same as the SVC and Storwize 
Easy Tier function.

� The analysis is always based on the primary copy of a volume or VDisk because that is 
the volume receiving the read I/Os.

� The analysis is a two-phase task: 

In the first phase, you select the resources and parameters and Tivoli Storage Productivity 
Center will run an analysis. Analyzing the resources might take a while so Tivoli Storage 
Productivity Center also provides scheduling capabilities.

The second phase is to review and execute the recommendations. In contrast to the older 
Storage Optimizer, Tivoli Storage Productivity Center can implement the 
recommendations for you and you can do this either immediately or create a schedule to 
be run at a more convenient time.

See 9.2, “Analyze tiering” on page 213 for more information about the phases.

Always review the recommendations before you execute them.

Modes of optimization
You can use the Analysis Tiering function in two ways; automatic and advanced. The primary 
differences in the two modes are described here: 

� Automatic mode

In the automatic mode, Tivoli Storage Productivity Center will balance the pools and 
analyze if it finds volumes that should be up-tiered or down-tiered.

� Advanced mode

In the advanced mode option, you can fine-tune your tiering and act even before limits are 
reached by trying to find a more optimal placement for a volume. You do this by providing 
minimum thresholds for I/O rate or I/O density, and file usage that volumes need to meet in 
order to qualify to be placed in a certain tier.

Note: All movement of storage will be contained within the same storage device.

Tips: 

If you start the analysis by selecting several volumes, Tivoli Storage Productivity Center 
will determine which pools they belong to. If there is more than one pool per tier, the 
automatic mode will be run to balance pools before making any up-tiering or 
down-tiering suggestions.

If you are unsure what activity limit value to use, consider the Tivoli Storage Productivity 
Center reported maximum and average activity values in relation to your understanding 
of your storage device’s performance. If there have been no performance problems, set 
the activity limit somewhat higher than either the maximum or average value (for 
example: 20%). If there have been performance problems, set the activity limit 
somewhat lower than either the maximum or average value (for example: -20%). If you 
are unsure, set the activity limit equal to the current maximum value.
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For both methods you specify an “Activity limit” for the destination pools. Volumes are not 
added to destination pools if they cause the activity level of the pools to exceed the activity 
limit that you want to specify for pools. Basically, it is a contingency value that you can specify 
as an upper boundary so that you do not overload a pool, by moving volumes into a target 
pool.

How optimization works
In this section, we list the basic functions of storage optimization: 

� The automatic analysis always tries to optimize the storage within a tier level first by 
balancing pools, before making a recommendation to up-tier or down-tier a volume. You 
might find recommendations to move a volume within a tier.

� The automatic analysis will start at the lowest tier (tier 10) and work its way up to the 
highest tier (tier 1). 

� Tivoli Storage Productivity Center will only look at the selected pools or volumes and the 
specified targets. It will never make a recommendation outside of the selected source and 
target pools. 

� No performance data from the back-end storage systems is required for the optimization.

� From the specified target pools, Tivoli Storage Productivity Center will only work with pools 
that meet the following conditions:

– The pool must be online. 

– The pool must be in a non-error state. 

– The pool must have sufficient available space. 

� If you schedule the optimization run to be executed at a later time, Tivoli Storage 
Productivity Center will perform some basic checks, but it will not run the analysis again. 
The basic checks include:

– Check for sufficient space. 

– Check that the volume is still in the same source pool. 

– If the volume is using VDisk mirror, the status is checked.

� During analysis, the activity score of a destination pool must not exceed the activity limit 
value.

� Automatic mode. During the analysis, Tivoli Storage Productivity Center will use the new 
calculated average and maximum activity for all storage pools within the same tier. 
Additionally, a wanted activity limit must be calculated based on the sum of the maximum 
read I/O rate and write I/O rate operations that you want to specify as limits divided by the 
average capacity of all the pools on the same tier. 

� Advanced mode options. In addition to the data from the Automatic mode, I/O density or 
I/O rate with minimum threshold level and percentage of file accessed and the period of 
accessing the files are used for tiering analysis.

� Tivoli Storage Productivity Center is using the VDisk mirror function to move a volume 
from one pool to another. This is online and transparent to the application, and can even 
be used if the pools are using different extent sizes.

Tip: If you do not know what good values for the advanced mode thresholds are, use the 
automatic mode.

If you have pools, volumes, and applications that require special handling or should never 
be included in an analysis, consider using the advanced mode.
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� For volumes that are already using VDisk mirroring, the primary copy gets analyzed. 
When you execute a recommendation for a mirrored volume, Tivoli Storage Productivity 
Center will delete the primary copy and create a new copy in the recommended location. 
You can choose which of the volume copies will be set as the primary copy after 
completing the execution. For more information, see “SVC stretched cluster 
considerations” on page 216. 

� Tivoli Storage Productivity Center no longer needs you to specify the storage pool 
capabilities in the SVC or Storwize V7000 storage pool properties panel in terms of how 
many read I/Os are regarded as the maximum that this pool can do. Even if you have non 
IBM storage systems, you do not need to set up the pool capability because this was only 
used with optimization in prior versions. 

Additional considerations
Here is a list of additional considerations for implementing Storage Optimization: 

� The tiering analysis can be set up in a way that you can use capacity pools as boundaries 
for recommendations. You may also choose whether to enforce service class restrictions.

� It is not possible to run an analysis and have Tivoli Storage Productivity Center make 
recommendations to move volumes from one storage system to another, but you can 
include multiple storage systems in one analysis task.

� Be aware that Tivoli Storage Productivity Center tiering analysis is only looking at 
performance and not availability, so when you select pools as target pools you should 
make sure that they provide the same level of availability as the source pools.

If you consider one pool to be more available than another pool, you can use the capacity 
pool concept to group the pools. Then, tell Tivoli Storage Productivity Center to only make 
recommendations within the boundaries of capacity pools.

� When Tivoli Storage Productivity Center is recommending to move a volume from an SVC 
Easy Tier pool down to a non Easy Tier pool, check the SVC heat map using the Storage 
Tiering Advisor Tool (STAT) to confirm that this volume can be moved down. The I/O 
density or the file age calculation can sometimes lead to a decision that is not optimal.

� Tivoli Storage Productivity Center is using SSH sessions to communicate with the SVC or 
Storwize storage system. The number of available SSH sessions are limited to 10 with 
recent versions of the SVC software. As a result, you should not run too many tasks in 
parallel, or otherwise Tivoli Storage Productivity Center might use up all the sessions.

SVC stretched cluster considerations
There are some considerations when you are using SVC stretched cluster: 

� Volume movement is implemented by using VDisk mirroring. If you are using VDisk 
mirroring already as in stretched cluster environments, Tivoli Storage Productivity Center 
will have to drop one of the VDisk copies first, before it can implement any 
recommendation. You can argue that this may compromise the availability of a volume, but 
it is a limitation of SVC that you can only have a maximum of two VDisk copies per volume.

� The optimization wizard will ask if you want to include mirrored volumes or not. 

� Currently, Tivoli Storage Productivity Center will not analyze and optimize both copies. 
Tivoli Storage Productivity Center will always delete the primary copy of a volume, and 
create a new copy in the recommended pool. During the definition of the optimization task, 
you can choose which of the volume copies should act as the primary copy once the task 
is completed.

– If the new copy will act as the primary copy, your application will benefit from the 
optimization, but the other copy (which stays the secondary copy) is left in the original 
tier.
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– If the secondary becomes the primary, your application will not immediately benefit 
from the optimization but now this copy receives the read workload. It is likely to be 
optimized in the next optimization run.

� You can use capacity pools to group the storage pool for each site even if you do not plan 
to use any cloud configuration. This enables you to limit Tivoli Storage Productivity 
Centers analysis to only make up-tiering and down-tiering suggestions within one site. You 
can still use a single job for the analysis.

9.2.3  Requirements for using Storage Optimization

In this section, we look at the requirements for using the Storage Optimization function. 

License and hardware
You can use this function with only with IBM SmartCloud Virtual Storage Center V5.2.2. The 
function is only supported for:

– IBM SAN Volume Controller

– IBM Storwize V7000 and IBM Storwize V7000 Unified

Note that the Analysis Tiering is limited to the block storage part of the V7000 Unified. 

Although other members of the Storwize family use the same code and provide the same 
set of underlying commands, they are not supported.

Required privileges
You need to have administrator authority in Tivoli Storage Productivity Center to start this 
function.

Tier levels 
You need to have set up the tier levels for the storage pools on the supported devices. On the 
back-end devices, you do not need to set a tier level for this function to work, but it can be 
helpful for other uses. 

Performance data collection
Before using the Storage Optimization function, you must collect performance data for the 
storage systems. 

You need a minimum of one day of performance data, but to make more accurate 
recommendations you should have more data. Figure 9-3 on page 218 shows an example of 
a message that you will see when there is not enough data available.

Note: Any storage that is supported by SVC or Storwize and is configured as a storage 
pool (managed disk group) in the storage system can be used with this function 
because the function works on the SVC or Storwize storage systems.
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Figure 9-3   Not enough performance data available

This prerequisite is true for the source volumes and pools, as well as for the target pools. 
When you create new volumes or new pools, they cannot be optimized within the first day, 
and should only be optimized after 14 days.

9.2.4  Using Analyze Tiering

In this section, we walk you through using analyzing tiering up to the point of the analysis.

There is no real implementation of this function other than setting the Tier information for the 
storage pools, as we described in 7.2.1, “Assign the tier to storage pools” on page 164.

In the remainder of this section, we show the Analyze Tiering function: 

1. When you have defined your tiers, you can simply select a couple of volumes, or SVC or 
Storwize pools and select the Analyze Tiering function from either the action menu or the 
context menu, as shown in Figure 9-4 on page 219. 

Note: By default, Tivoli Storage Productivity Center will perform the analysis over a period 
of the last 14 days, but you can edit this value by using this tpctool command:

tpctool setdscfg -url localhost:9550 -user <user ID> -pwd <password> -property 
tiering_pm_days -context tiering <number of days>

At this point, this is the only parameter that you can change in the command-line interface 
(CLI).
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Figure 9-4   Start Analyze Tiering

2. In our scenario, we manually select the target pools in order to show you the next step of 
the wizard. Figure 9-5 shows the result of choosing this option. 

Figure 9-5   Manually select the target pools

Tip: Use the filter function to limit what gets listed in the table; for example, we used a 
filter on the Storage System and entered SVC_CF8 as the name of one of the SVCs.
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3. There are volumes that use the VDisk mirror in the selected pools in Figure 9-6. The 
wizard presents you with a choice of what to do with those volumes.

Figure 9-6   VDisk mirrored volumes detected

You must select the check box Optimize volumes with mirrored volumes if Tivoli 
Storage Productivity Center should include the primary copies of those volumes in the 
analysis.

4. In the next step, you must decide if you want to use the automatic or the advanced tiering 
mode. If you just set a pool threshold in Figure 9-7 and click Next, you will be using the 
automatic mode. 

Figure 9-7   Selection thresholds and the optimization mode

If you check the Show advanced options box, the wizard will change as shown in 
Figure 9-8 on page 221. 
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Figure 9-8   Advanced tiering options. I/O Density and I/O rate are in the same drop-down box.

You can now change the thresholds for the given tier level.

5. Calculate the Activity limit by clicking on the Help me calculate link. This will display 
Figure 9-9 on page 222. This value is set to the sum of the maximum read I/O rate and the 
write I/O rate operations that you want to specify as limits divided by the average capacity 
of all of the pools on the same tier. Additionally, the maximum write I/O rate is the highest 
value that a pool in the storage tier can accommodate in conjunction with the read I/O and 
vice versa. They must stay within desired performance bounds.

Note: The default values for I/O density or I/O rate are not based on any analysis. You 
need to change those numbers based on your system requirements. 

If you do not know what threshold values to use, consider using the automatic mode. 
The advanced mode implies that you understand the workload of the tiers and that you 
need this flexibility.
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Figure 9-9   Calculate the Activity Limit

In our scenario, the tiering analysis did not find any volumes that needed to be moved 
based on the specified thresholds. The Tiering Analysis result window in Figure 9-10 does 
not show any results.

Figure 9-10   Analysis result
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6. You can still create a recurring schedule when you select Schedule and then Analysis in 
the upper left corner as shown in Figure 9-11. Tivoli Storage Productivity Center will use 
the selections that you made when you stepped through the wizard, and it will regularly 
analyze the potential for optimization.

Figure 9-11   Schedule analysis task to run repeatedly

Even though the analysis part is scheduled, you still have to review the results and 
execute them manually.

You should now have a good understanding how to set up the first phase of this two-step 
function. The execution part is similar to the volume transformation tasks.

9.3  Balance Pools

The Balance Pools function provides basically the same function as previously described for 
the Storage Optimizer, but there are a few differences:

� By setting a tier level to storage pools, Tivoli Storage Productivity Center understands 
what pools are treated equally.

� The function has been moved from the stand-alone GUI. It is now completely integrated 
into the new web-based GUI.

There are several new terms and the panels look different, but if you have used the Storage 
Optimizer in prior releases, you will understand this function very quickly.

9.3.1  When to use Balance Pools

Here are some situations where you might want to use the Balance Pools function:

� You recently provisioned new volumes in your environment and now performance data has 
been retrieved for the new storage, which is in the same tier to the same storage virtualizer 
as your existing storage. Your existing storage is likely to be used in an unbalanced way. 
This is when the Balance Pools function will be helpful because it will provide you with 
suggestions as to which volumes you should migrate so that each pool in the tier receives 
roughly the same workload, and thus avoid hot spots.

� You recently provisioned new volumes in your environment and now the new storage has 
been set up and assigned in the same tier to the same storage virtualizer as your existing 
storage. Your existing storage in the same tier is likely to be used in an unbalanced way. 
This is when the Balance Pools function will be helpful because it will provide you 
suggestions on which volumes you should migrate from one pool to the other so that each 
pool in the tier receives roughly the same workload, and thus avoid hot spots.

� Workloads also change over time, so you can let Tivoli Storage Productivity Center run a 
balance analysis on a set schedule and see whether there is potential to optimize the 
distribution of the volumes.
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9.3.2  Considerations for using Balance Pools

In this section, we list various considerations regarding the use of the Balance Pools function:

� You select pools and not volumes (like in Analyze Tiering), and you need to select at least 
two pools per storage system, per tier.

� The analysis is always based on the primary copy of a volume or VDisk because that is 
the volume receiving the read I/Os.

� If you have multiple sites, you need to be careful when you select the target pools for this 
optimization so that Tivoli Storage Productivity Center will not move the volumes of a 
server into another location, which may result in a higher response time between storage 
and server, even though the back-end is better utilized. 

Tivoli Storage Productivity Center does understand the location of a storage system. But 
from that perspective, an SVC stretched cluster is running in two locations, and this is 
currently not supported by Tivoli Storage Productivity Center.

Therefore, you should define one task per location, and in general not mix pools of 
different locations.

� The Balance Pools function is different from the Perl rebalance script that is available, as 
shown in Table 9-1. 

Table 9-1   Comparing Tivoli Storage Productivity Center Balance Pools and SVC Perl rebalance script

9.3.3  Requirements for using Balance Pools

The following requirements apply when you want to use Balance Pools. 

License and hardware 
You can use this function only with IBM SmartCloud Virtual Storage Center V5.2.2. 

The function is only supported for:

– IBM SAN Volume Controller

– IBM Storwize V7000 and IBM Storwize V7000 Unified

Although other members of the Storwize family use the same code and provide the same 
set of underlying commands, they are not supported.

Note: The scenario to empty one pool and move all volumes from one pool to other pools 
is now part of the Transform Storage function using the Migrate Pool option. You simply 
select all volumes of a pool and start the transformation for the context or actions menu.

Tivoli Storage Productivity 
Center Balance Pools

SVC Perl rebalance script

Boundary Across pools With one pool

Purpose Analyze and optimize volume 
performance

Avoid hotspots simply by 
restriping extents across all 
MDisks, without taking actual 
performance numbers into 
consideration 

Granularity Volumes Extents
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Required privileges
You need to have administrator authority in Tivoli Storage Productivity Center to start this 
function.

Tier levels 
You need to have set a tier level for the storage pools on the supported devices. On the 
back-end devices, you do not need to set a tier level for this function to work, but it can be 
helpful for other uses.

You need a minimum of one day of performance data, but to make more accurate 
recommendations you should have more data. Figure 9-3 on page 218 shows an example of 
a message that you will see when there is not enough data available.

9.3.4  Using Balance Pools

At this point, we provide a quick walk-through on how you would use this function. Since there 
is no unbalanced workload in our environment, no recommendations are shown at the end:

1. You can start the Balance Pools function from any list of pools. Because Tivoli Storage 
Productivity Center can only balance pools within one storage system, and because we 
have shown the Analyze Tiering function for the panel that shows all pools, in Figure 9-12 
we now use the Pools panel of one SVC.

Figure 9-12   Initiate Balance Pools

Note: Any storage that is supported by SVC or Storwize and is configured as a storage 
pool (managed disk group) in the storage system can be used with this function 
because the function works on the SVC or Storwize level.
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2. You select the pools and either use the Actions menu or the context menu to start the 
function.

When you click Next, Tivoli Storage Productivity Center checks for VDisk mirrored 
volumes, as you can see in Figure 9-13. 

Figure 9-13   Define what to do with mirrored volumes

This panel references VDisks with two copies, not to Metro Mirror or Global Mirror 
relationships.

3. On the next panel, shown in Figure 9-14, you can set the maximum utilization (in terms 
work workload) and how many days should be analyzed. Additionally, there is an option to 
restrict volumes assigned to the same server or hypervisor from being separated between 
the source and destination pool.

Figure 9-14   Balance Pools analysis settings
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Like the tiering analysis on 9.2.4, “Using Analyze Tiering” on page 218, item 5, Calculate 
the Activity limit by clicking the Help me calculate link. This displays Figure 9-9 on 
page 222. 

During the analysis, Tivoli Storage Productivity Center looks at pools with an above 
average utilization to analyze which volumes, if any, should be moved to other pools. The 
target pools must be able to accept the additional workload for the balance to work, so if all 
pools have a higher utilization than you have specified in the wizard, Tivoli Storage 
Productivity Center will not be able to optimize anything.

In our example, all pools were already within 10% of the average activity and thus no 
action was required to balance them. Thus, the result of the analysis looks like Figure 
Figure 9-15.

Figure 9-15   Analysis result

The recommendations results are shown on the second tab, but in this example it was 
empty as well as you can see in Figure 9-16 on page 228.
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Figure 9-16   Analysis recommendations

However, just like for the Tiering Analysis you can still create a recurring schedule when you 
select Schedule and then Analysis in the upper left corner. Tivoli Storage Productivity Center 
uses the selections that you have made when you stepped through the wizard, and it will 
regularly analyze the potential for optimization.

9.4  Background information

In this section, we provide some information about the basic concepts that are applied by the 
optimization analysis.

9.4.1  History of storage optimization

This section provides an overview of how the storage optimization in Tivoli Storage 
Productivity Center V5.2.2 as evolved. Here is a summary of the history of the storage 
optimization functions: 

� Tivoli Storage Productivity Center V4.1 Storage Optimizer

Tivoli Storage Productivity Center V4.1could analyze the utilization of pools and provide 
recommendations on how to use them better, by trying to either:

– Achieve a more even workload on a set of pools.
– Move volumes to an optimal target pool, for example when a storage system needs to 

be retired and so all volumes need to be moved to a new location. 

The Storage Optimizer was using performance data, asset, and configuration information 
and software called Disk Magic to estimate the impacts of suggested changes to the 
overall performance. For SVC, the Storage Optimizer would also provide CLI commands 
to perform the changes, which were not possible for other systems then.

� Tivoli Storage Productivity Center V4.2 Storage Tiering Reports

In Tivoli Storage Productivity Center V4.2, a function was added to analyze storage tiers. 
The function was based on a method used successfully in IBM projects. It required you 
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install an optional component to the Tivoli Storage Productivity Center server: Cognos. At 
that time, Cognos was not integrated as Tivoli Common Reporting. 

� Tivoli Storage Productivity Center V5.1 Tiered Storage Optimizer

In V5.1, the Storage Tiering Report idea was further developed. It created policies that 
were evaluated on demand by the administrator, by running commands using TPCTOOL, 
the Tivoli Storage Productivity Center command-line interface.

� Tivoli Storage Productivity Center V5.2.2 Storage Optimization

The functions of the Storage Optimizer and the functions of the Tiered Storage Optimizer 
have been revised and ported to the new Tivoli Storage Productivity Center web-based 
GUI. Now you can initiate the functions right in the context.

The revision has introduced some new features that make the overall process of 
optimizing storage much easier than before:

– Tier tags. You can now tag storage pools with a tier level so that Tivoli Storage 
Productivity Center better understands what you define as a tier and which volumes 
are in the same or a different tier. 

– Moving the volumes. Tivoli Storage Productivity Center can now move the volumes 
from one pool to the other for SVC and Storwize V7000/V7000U.

9.4.2  Read I/O Capability 

There are rules of thumb that you can use to estimate the number of I/Os that a single hard 
disk can do. If you also factor in the RAID level and the number of hard disks per pool, you 
can estimate a total number of I/Os for a given storage pool. The Tivoli Storage Productivity 
Center optimization in earlier versions was based on this estimate, and so you had to provide 
the information. For environments that were upgraded, the settings can still be viewed on a 
storage pools property panel on the Back-end storage tab. 

For new installations, this tab might still show information, but as said earlier, the data will not 
be used anymore.

Figure 9-17 on page 230 shows an example of a pool where Tivoli Storage Productivity 
Center was able to determine the Read I/O Capability because the back-end storage system 
is supported by Tivoli Storage Productivity Center and has been successfully probed.
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Figure 9-17   Storage pool back-end Read I/O Capability has been set

There are situations where Tivoli Storage Productivity Center cannot determine the capability, 
so this tab will look like the one in Figure 9-18. 

Figure 9-18   Storage pool back-end Read I/O Capability has not been set

Even in this case there is no need to specify any of the information. 
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When a pool receives more workload than the pool capability, it is likely to get saturated and 
response times will increase. So the idea of tiering and balancing is to identify pools that are 
overloaded and try to reduce the workload by moving volumes out of the pool; either to a 
different pool within the tier or a pool that is a tier level higher or lower.

9.4.3  Analyze Tiering: I/O density and I/O rate settings

The I/O density (sometimes also called Access Density) is a measure of I/O throughput per 
unit of usable storage capacity. It is computed as throughput (in I/Os per second) divided by 
the capacity (in Gigabytes). The primary use of I/O density is to identify a range on a 
response time curve to give the typical response time expected by the average customer, 
based on the amount of total usable storage in their environment. 

The I/O rate involves the average read and write I/O operations per second daily. In tiering 
analysis, the highest daily average over the period for analysis is used. 

9.4.4  Analyze Tiering: Percentage of files settings

The percentage of files setting is a different view point for achieving basically the same thing: 
Tivoli Storage Productivity Center is trying to find out volumes that are used a lot or volumes 
that are used not so much in order to see if the storage can be used more efficiently. 

A volume where a high percentage of the files has not been accessed for the last n days or 
weeks is likely to have a lower I/O density than a volume where most files are frequently 
accessed.

Note: To use this setting, you must have Storage Resource agents deployed and you must 
schedule file scans, so that Tivoli Storage Productivity Center can collect the information 
about access times. The profile that you have to select for that scan job is called 
TPCUser.By Access.
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Chapter 10. VMware vCenter Server 
configuration and use

As of Tivoli Storage Productivity Center V5.2, there are two new independent functions that 
will help VMware administrators work with the data that Tivoli Storage Productivity Center has 
collected in the environment. The functions can be used independently: 

� The vSphere Web Client is the strategic user interface that VMware will be using in the 
future. Tivoli Storage Productivity Center has created an extension that enables VMware 
administrators to view end-to-end information about storage and fabrics in new reports. 
The extension allows you to start the Tivoli Storage Productivity Center provisioning task 
from the VMware Web Client. This extension is also referred to as the Tivoli Storage 
Productivity Center Extension and the Tivoli Storage Productivity Center plug-in.

� The Tivoli Storage Productivity Center vSphere Storage APIs for Storage Awareness 
(VASA) Provider enables storage data to be accessible in the existing vCenter Server 
reports and views as well as receives Tivoli Storage Productivity Center alerts.

Since the vSphere Web Client is the strategic client interface for VMware, we focus on the use 
of this interface and where possible only show screen captures of that GUI. In this chapter, we 
show you how to configure and set up the vSphere Web Client Extension, and what 
information a VMware user can easily gain from VMware. 

If you are interested to learn more about the interaction, we also show you how to add 
VMware to Tivoli Storage Productivity Center, and later we show you how Tivoli Storage 
Productivity Center can make the life on a VMware administrator easier.
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10.1  Introduction to VMware in Tivoli Storage Productivity 
Center

The Tivoli Storage Productivity Center web-based GUI is used to add a vCenter Server or an 
ESX Hypervisor to Tivoli Storage Productivity Center. Therefore, we start with an introduction 
on what Tivoli Storage Productivity Center can report on VMware. VMware has been 
available since Tivoli Storage Productivity Center V5.1. Read this chapter to understand the 
rationale and the steps to add VMware to Tivoli Storage Productivity Center before you add 
the Tivoli Storage Productivity Center functions to VMware.

10.1.1  Hypervisor information 

We first provide examples of information that you can easily obtain from the Tivoli Storage 
Productivity Center web-based GUI without using any of the new functions. We walk you 
through the panels and show the links that enable you to drill through to other panels. You 
start from the Hypervisor Level 2 panel as shown in Figure 10-1.

Figure 10-1   Overview of all hypervisors

Here you can already see the hypervisors known to Tivoli Storage Productivity Center. If you 
switch to the tab Discovered Virtual Machines, you see a list of all virtual machines in all of the 
hypervisors. In our case, we only had one VM as shown in Figure 10-2 on page 235.

This list contains all the discovered virtual machines that are not modeled in Tivoli Storage 
Productivity Center in any other way. This means that they do not have a Storage Resource 
agent (SRA) running and they are not added as an agentless server. This is a list of 
unmanaged servers. 
234 IBM Tivoli Storage Productivity Center V5.2 Release Guide



Figure 10-2   Discovery of virtual machines

Overview information
To get details about the hypervisor, simply click the hyperlink under the Hypervisor column. 
Tivoli Storage Productivity Center will display the Overview panel (shown in Figure 10-4 on 
page 236) of the hypervisor that the selected virtual machine is running on. You could also go 
to Figure 10-3 and double-click the wanted hypervisor. 

Figure 10-3   Details of a hypervisor
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The first panel that you see is the Overview panel with capacity and performance information 
about the hypervisor. This dashboard shows information that was collected on the storage 
system and that was correlated to this hypervisor, for example the Most Active Storage 
System Volumes. 

At the upper left under the picture of the hypervisor, there is an Actions menu. From this 
menu, you can start actions such as provisioning and tiering optimization.

Data Path panel
In the General section, you find information like the properties, data collection, and alerts for 
the hypervisor. The Data Path in a graphical form, as shown in Figure 10-4, can be launched. 

Figure 10-4   Data Path from the ESX perspective

If you open the Data Path, as highlighted in Figure 10-4, you see that virtual machine located 
on top of the ESX server. If an SRA or serverless agent was configured for any virtual 
machines, they will also be shown on top of the VMware hypervisor.

Virtual Machines panel 
On the left pane, you can see Internal Resources information, which includes Virtual 
Machines, Disks, Controllers, VMDKs, and Data Stores. If you click any of those items, Tivoli 
Storage Productivity Center provides information about them including identified correlations.

If you click Virtual Machines under the Internal Resources heading, you are presented the 
panel as shown in Figure 10-5 on page 237. 

Note: With Microsoft Internet Explorer 9 and later, the Data Path panel opens in a separate 
window. With Firefox, the Data Path is shown within the Tivoli Storage Productivity Center 
window. To view Data Path, you need to have installed the Adobe Flash Player plug-in.
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Figure 10-5   Virtual machines of this hypervisor

On this panel, you can easily see if a virtual machine is using capacity from one or more data 
stores. If it is one data store, you can directly see the name of it in the panel. If there are 
multiple data stores, you will see a number under the Data Stores heading. Click the number 
to see a list of those data stores (refer to 10.2, “Navigating in the properties panels” on 
page 239). 

Disks panel 
If you click Disks under the Internal Resources heading, you are presented the panel shown 
in Figure 10-6. 

Figure 10-6   Internal and SAN-attached disks from an ESX perspective
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VMDKs panel 
If you click VMDKs, under the Internal Resources heading, you are presented the panel 
shown in Figure 10-7.

Figure 10-7   Virtual machine disks (VMDKs) of this particular hypervisor

On this panel, you can see the virtual machine disks that store the contents of the hard disk 
drive for the virtual machine. 

For the Related Resources, we selected the Volumes panel located under the Storage 
Systems. Figure 10-8 shows the volumes that this ESX server is using from the storage 
system perspective. 

Figure 10-8   Volumes from storage system perspective
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The Volume Mappings tab is shown in Figure 10-9. It puts the information from the internal 
Disks perspective and the Storage System Volumes perspective into a single table to show 
the relationship. 

Figure 10-9   Correlation between Storage System Volumes and the Disks of an ESX server

On each of the panels there are filters, action, and context menus allowing you to take 
actions, show additional information, or focus on objects. You can also add, remove, and 
rearrange the columns of any of the tables.

This section provided an introduction to some of the different views on virtual machine 
resources that are available in Tivoli Storage Productivity Center. In the next section, we look 
at the information you can get from the properties panels and how you can use that 
information. 

10.2  Navigating in the properties panels

In this scenario, we demonstrate how you can navigate in the properties panels to learn more 
about how resources are connected. In the list of virtual machines shown in Figure 10-5 on 
page 237, you can see that the virtual machine vasa2 is using storage in one datastore. We 
show you how you can use the properties panels to get to this information.

1. First, click the hyperlink in the Data Stores column to open the Data Stores tab within the 
properties dialog of that virtual machine (vasa2) as shown in Figure 10-10 on page 240. 
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Figure 10-10   vasa2 Properties with the Data Stores tab opened

Now you can already see which datastores the VM is using.

You could now write down the datastore name, and go to the Volumes Mappings panel in 
Figure 10-10, but there is also an easier way.

2. Click the VMDKs tab. This immediately provides the name and the volume name on the 
storage system side. Figure 10-11 shows the datastore properties. 

Figure 10-11   VMDKs properties of the datastore

So now you see the virtual machine vasa2 using storage in the DS8K_VASA2, which is on 
the DS8000-2107-75RA271-IBM and using the adrian_Vasa_2 volume. The chain of 
elements that make up this path is: 

vasa2  datastore  ESX Disk  ESX Controller  Storage System and Volume
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If you had clicked the vmhba3 name in the Controller column in Figure 10-12, you could 
see which switch and port this HBA is connected to. This is similar to the information of the 
storage system. 

Figure 10-12   Properties of VMware disk

10.3  VMware connections with Tivoli Storage Productivity 
Center

As an overview of VMware connections with Tivoli Storage Productivity Center, we created 
Figure 10-13 on page 242. In the picture you can see:

� Probes

Tivoli Storage Productivity Center collects information about VMware datasources. 

� Reports and Provisioning

Function of the Tivoli Storage Productivity Center extension. 

� Storage Capabilities and Events/Alarm 

VASA functions. 
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Figure 10-13   VMware connections to Tivoli Storage Productivity Center

The arrows show where a connection is started. For example, a probe is started from Tivoli 
Storage Productivity Center to the vCenter or to an ESX server.

The box labeled SMS is the VMware vCenter Storage Monitoring Service and enables the 
communication with a VASA Provider.

Events and alarms are VMware terms, which correspond to alerts in Tivoli Storage 
Productivity Center. In VMware, events are generated for property changes, while alarms are 
generated for status changes.

10.3.1  Report overview

When you install the Web Client Extension or Tivoli Storage Productivity Center, the reports 
listed in Table 10-1 on page 243 are added to the Web Client and available to you. For Web 
Client Extension implementation details, refer to 10.5.5, “Implementing the vSphere Web 
Client extension for Tivoli Storage Productivity Center” on page 253. When you also register 
the Tivoli Storage Productivity Center VASA Provider, you will not see new reports, but 
additional information in existing vSphere panels. We listed both reports types together and 
added a column named Source to indicate how the data is obtained.
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Table 10-1   Reports provided available containing information from Tivoli Storage Productivity Center

Note, the text in bold in the column Report location shows the name of the tab or panel that 
the Tivoli Storage Productivity Center Extension has added to the vSphere Client.

We only listed one location of the reports, but the reports are also available through different 
paths.

You can find more information about the report in the sections of this chapter listed in the last 
column. For some of the reports, you will need to have certain privileges, which we have 
documented in 10.7, “VMware and Tivoli Storage Productivity Center privileges-permissions” 
on page 266.

10.3.2  vSphere Web Client introduction

This section will only provide a basic introduction to the vSphere Web Client. You start the 
Web Client by opening the following web address:

https://<hostname>:9443/vsphere-client

After you have logged in, you will see the home panel as shown in Figure 10-14 on page 244.

Context Entity Report location Source More information

ESX Hosts FC HBA Manage  Storage  
Storage Adapters  
<Adapter>  Fabric 
Connections

Tivoli Storage 
Productivity 
Center 
Extension

10.9.1, “Fabric 
Connections report” on 
page 275

ESX Hosts Volumes Monitor  Performance  
Storage System Metrics

Tivoli Storage 
Productivity 
Center 
Extension

10.9.2, “Storage 
System Metrics report” 
on page 276

Virtual Machines Virtual Disks Monitor  Storage 
Mapping

Tivoli Storage 
Productivity 
Center 
Extension

10.9.3, “Storage 
Mapping report” on 
page 279

ESX Hosts � Datastores
� SCSI Volumes
� NAS Mounts

Monitor  Storage 
Reports  
Datastores
SCSI Volumes (LUNs)
NAS Mounts

Tivoli Storage 
Productivity 
Center VASA 
Provider

10.11, “VMware VASA 
reports” on page 283

Note: In order for the reports to contain data, you must make sure that you not only have 
probed the storage device, but also the SAN fabrics and the ESX server or vCenter. Some 
information might be available even when you have probed only some devices, but that is 
not always the case. Tivoli Storage Productivity Center could even know that, for example, 
a volume is assigned to an ESX server from the storage system point of view. Without the 
ESX probe, the correlation is not made.
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Figure 10-14   Home panel

You can always return to this panel by clicking the little icon that shows the symbol of a house.

Be aware that the panel has two tabs: Getting Started and Home. Read the documentation 
carefully if you need to return to the Home tab or panel.

After installing the Web Client Extension for Tivoli Storage Productivity Center, you see a 
Tivoli Storage Productivity Center icon in the bottom row of icons. This icon is only used to 
configure the Web Client Extension for Tivoli Storage Productivity Center, so it is rarely used. 
Also note that the Tivoli Storage Productivity Center VASA Provider is not registered here 
because VASA itself is a built-in function of VMware.

The icons in the top row in the red rectangle (see Figure 10-14) are the inventory areas that 
you will use most often. They are:

� vCenter. Here you register the Tivoli Storage Productivity Center VASA Provider and start 
a manual rescan.

� Hosts and Clusters. Reports with the context of ESX Hosts (hypervisors) are available 
from here. 

� VMs and Templates. Reports with the context of virtual machines are available from here.

� Storage. Reports with the context of Storage and Datastores are available from here.

When you click any of these icons, a new panel opens that is similar to Figure 10-15 on 
page 245. The new panel has a navigation area on the left and a main panel in the middle.
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Figure 10-15   Description of a vSphere Web Client panel

The first thing to point out here is that with the little icons on the upper left side, you can 
quickly switch between the inventory areas.

The tree on the left shows:

� vCenter. In our example POKVC1.
� Data Center. In our example POKDS1.
� ESX Server. In our example poksrv3.itso.ibm.com.
� A single virtual machine. In our example pokvc1.

It is important to point out that depending on your selection here, the name in the top row will 
change, and so do the tab names in the central panel.

There are two rows with tabs in the central pane. The second row of tabs is essentially tabs 
within the tabs in the first row.

10.4  Adding VMware to Tivoli Storage Productivity Center

You can add your VMware environment to Tivoli Storage Productivity Center. This provides an 
almost complete picture of how the storage is used, and what the fabric connectivity looks 
like.

10.4.1  When to use a VMware datasource

Adding a VMware datasource to Tivoli Storage Productivity Center provides the following 
advantages:

� End-to-end reporting of storage consumption and assignment. 

� Capacity reporting of virtual machines and data stores. 
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� When you add a VMware datasource you get information about virtual machines, and 
some of their configuration settings, such as: 

– vmdk files in data stores

– vmdk files per virtual machine

� Use Tivoli Storage Productivity Center provisioning

If you want to be able to provision storage through Tivoli Storage Productivity Center either 
by using the Tivoli Storage Productivity Center web-based GUI or the vSphere Web Client 
extension for Tivoli Storage Productivity Center, you need to add a VMware datasource. 

10.4.2  Considerations using a VMware datasource

These are the considerations when you add a VMware datasource:

� The user name that you configure when adding the datasource must have permission to 
browse through the data stores on VMware.

� There are two ways to add VMware. See Figure 10-16. 

– Adding each ESX Server individually.

– Adding the vCenter Server, which will automatically add all the configured ESX 
servers.

Figure 10-16   Ways to connect a VMware datasource

� Tivoli Storage Productivity Center support both VMware Clusters and Datastore clusters.

� Tivoli Storage Productivity Center can report on device mapping and raw devices in 
Cognos.

Note: If you need more detailed information, you will need to deploy Storage Resource 
agents. One such example would be if you need to see which file system in the virtual 
machine is using a certain vmdk file.

Note: In previous versions of Tivoli Storage Productivity Center, you needed to 
download or copy the certificates from the ESX hypervisors or the vCenter server to 
Tivoli Storage Productivity Center and add them to a Java keystore file. With Tivoli 
Storage Productivity Center V5.2.2, this is no longer required.
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10.4.3  Requirements using a VMware datasource

The following requirements apply to adding a VMware datasource:

� License 

You can use the plug-in with any version of Tivoli Storage Productivity Center.

� Supported environments 

Currently, the vSphere Web Client Extension for Tivoli Storage Productivity Center is 
supported in the following environments:

http://www.ibm.com/support/docview.wss?uid=swg27039833#hypervisor

� User ID requirements

The user ID that is used by Tivoli Storage Productivity Center to connect to the vCenter or 
ESX needs to have permission to browse through the data stores on VMware.

10.4.4  Adding a VMware datasource

These are the steps to add a VMware datasource to Tivoli Storage Productivity Center using 
the new Tivoli Storage Productivity Center V5.2.2 web-based GUI. 

1. Go to Server Resources  Hypervisors

If you have not added any hypervisors, you will see a panel similar to Figure 10-17. 

Figure 10-17   Hypervisor panel

2. Click Add Hypervisor to start the wizard. See Figure 10-18 on page 248. 
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Figure 10-18   Add Hypervisor wizard

3. Enter the required information:

– Type of connection is ESX/ESXi or VMware vCenter
– User ID and password of an VMware user
– Name and optionally a description
– The advanced settings typically do not require any changes

When you click Next, Tivoli Storage Productivity Center will add the datasource and 
perform Discovery. Depending of the size of the environment, this might take several 
minutes. You can close the dialog, but then you have to come back and set up the 
scheduling manually later. 

4. If you have not closed the wizard, you will see Figure 10-19 on page 249. 

In the Configuration step, you can:

– Add location information
– Adjust the schedule of the data collection tasks that will be created for that datasource
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Figure 10-19   Configure datasource

5. Click Configure to finish adding the datasource. 

Tivoli Storage Productivity Center performs an initial probe for the device. You are 
presented Figure 10-20 as a confirmation that you have successfully added the 
datasource.

Figure 10-20   Initial probe status
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10.5  vSphere Web Client extension for Tivoli Storage 
Productivity Center

The Tivoli Storage Productivity Center vSphere Web Client extension is a piece of additional 
software that you can install on a VMware vCenter server. It provides a VMware administrator 
information and functions to help them understand details about the storage environment that 
the VMware Hypervisors are using.

This extension is not adding any information to Tivoli Storage Productivity Center like when 
you configure a VMware datasource. It works the other way around. The extension is 
providing information to VMware. The name tries to emphasize that this is an extension to the 
vSphere web client to view information from and perform action with Tivoli Storage 
Productivity Center.

10.5.1  When to use the vSphere Web Client extension for Tivoli Storage 
Productivity Center

You can use this vSphere Web Client extension for Tivoli Storage Productivity Center to:

� View end-to-end mappings between back-end storage and resources such as virtual 
machines, virtual machine file systems, hypervisors, and clusters:

– Fabric details

Port connectivity, switch, fabric, and active zone information

– Mapping

End-to-end for virtual disks, storage system details (pool and volume)

� View details about your environment such as volume performance and fabrics. 

– Subset of System performance metrics

� Launch Tivoli Storage Productivity Center from several panels within the vSphere Web 
Client. This is helpful for getting more detailed information as in troubleshooting situations.

� Initiate the provision of block and file storage and make the storage available as a 
datastore, using the storage service catalog (Cloud Configuration) that your Tivoli Storage 
Productivity Center administrator has defined. Tivoli Storage Productivity Center will do 
the provisioning but the progress gets reported back to VMware as a vCenter task. You 
can choose to create data stores on the storage volumes.

In Chapter 7, “Cloud configuration and provisioning” on page 147, you can find more 
information about how to set up service classes. You will learn how you can allow an 
external application user to use a service class limit as well as use storage constraints and 
custom tags to limit which storage pools are eligible for a provisioning task when using a 
service class.

Note: At times, we use the term extension and sometimes plug-in, but essentially both 
terms have the same meaning in this chapter when referring to the function included in 
Tivoli Storage Productivity Center V5.2.2.
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10.5.2  Considerations for using the vSphere Web Client extension for Tivoli 
Storage Productivity Center

In this section, we list various considerations regarding the use of the vSphere Web Client 
extension for Tivoli Storage Productivity Center:

� Even though this extension is separate from having a VMware datasource in Tivoli 
Storage Productivity Center, you should add the VMware environment also to Tivoli 
Storage Productivity Center so that the Tivoli Storage Productivity Center and the VMware 
administrators can better understand each other’s environment. 

� VMware has a very granular system for providing privileges to users, which limits not only 
the actions you can do, but also which information you can see. That means that you can 
have the authority to view information provided by Tivoli Storage Productivity Center, but 
you might not be able to either change the configuration of the extension or to initiate the 
provisioning of storage.

When you plan to use the extension, make sure that you have read 10.7, “VMware and 
Tivoli Storage Productivity Center privileges-permissions” on page 266, and discussed it 
with the VMware administrator.

� Being a Web Client extension, the Tivoli Storage Productivity Center code does not get 
loaded until you start one of its functions. There might be a delay in opening menus, or 
loading data from a remote Tivoli Storage Productivity Center server.

� The VASA Provider that comes with Tivoli Storage Productivity Center V5.2.2 will be 
automatically registered when you set up the extension. There are situations where the 
automatic registration may fail. In that case, you need to correct the issue and register it 
manually. 

� Firewall ports are typically not problematic because the extension is using the same port 
as you use when you open the Tivoli Storage Productivity Center web-based GUI. This 
means that the port will probably be open in the firewall. The default port is 9569. 

Provisioning through Tivoli Storage Productivity Center 
When a VMware administrator uses the vSphere Web Client extension for Tivoli Storage 
Productivity Center to provision storage to the VMware environment, Tivoli Storage 
Productivity Center will perform different functions depending on the type of file provisioned.

Block provisioning 
In block provisioning, if the ESX server belongs to a cluster:

� The new LUN will always be assigned to all the ESX servers in that cluster, even though 
you start this function from a single ESX server context and not from the cluster context.

� Perform a host bus adapter (HBA) rescan on all the ESX servers in that cluster. 

� Optionally a data store will be created for all the ESX servers in that cluster. 

Note: There are situations where you need to have a VMware datasource to provide 
some kind of translation between what Tivoli Storage Productivity Center will collect 
from storage devices and what it will make available in the reports within the vSphere 
Web Client extension.

Attention: If you need to provision volumes, you need the IBM SmartCloud Virtual Storage 
Center Storage license.
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File provisioning

In File provisioning, if the ESX server belongs to a cluster:

� The new network-attached storage (NAS) file share is created for all the ESX servers in 
that cluster.

� NAS data store is created for all the ESX servers in that cluster.

10.5.3  Requirements for using the vSphere Web Client extension for Tivoli 
Storage Productivity Center

The following requirements apply to using the vSphere Web Client extension:

� License: 

You can use the plug-in with any version of Tivoli Storage Productivity Center.

� Supported environments: 

Currently, the vSphere Web Client Extension for Tivoli Storage Productivity Center is 
supported in the following environments:

http://www.ibm.com/support/docview.wss?uid=swg27039833#hypervisor

� User role requirements are described in 10.7.2, “vSphere Web Client extension for Tivoli 
Storage Productivity Center” on page 268. 

� Even though this extension is separate from having a VMware datasource in Tivoli 
Storage Productivity Center, you must add the VMware environment also to Tivoli Storage 
Productivity Center.

� Requirements for provisioning:

– Ensure that the ESX server is added into Tivoli Storage Productivity Center. If the 
hypervisor belongs to a cluster, all the ESX servers on that cluster must be managed 
by Tivoli Storage Productivity Center. 

– Ensure that the service classes are created in Tivoli Storage Productivity Center. Tivoli 
Storage Productivity Center provides a number of predefined service classes, which 
you can use, modify, or delete.

10.5.4  Limitations

In this section, we list the known limitations of the vSphere Web Client:

� The VMware Web Client has a default timeout of 120 minutes. After this time, the Web 
Client disconnects from the vCenter server. If you are provisioning storage and use the 
approval process, the request might not be approved within this time frame, so the task 
status within vSphere might not reflect any updates that have happened after the 120 
minutes.

Log in to the Web Client is the first step to update the status of the tasks. The second step 
is to go to one of the Tivoli Storage Productivity Center related panels in the Web Client, 
so that a connection to Tivoli Storage Productivity Center is established. This updates the 
VMware tasks.

� If you must change the user ID or password of the IP address of your Tivoli Storage 
Productivity Center server, you can do that through the same panel as you configured the 
Web Client extension for Tivoli Storage Productivity Center. Due to a limitation in the 
VMware API, the automatic registration of the VASA Provider will fail. You to do that 
manually by deleting and registering the Tivoli Storage Productivity Center VASA Provider 
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again. For details, see 10.6.4, “Implementing and registering the VASA Provider manually” 
on page 262. 

10.5.5  Implementing the vSphere Web Client extension for Tivoli Storage 
Productivity Center 

The installation of the vSphere Web Client extension is a simple two-step setup:

1. Installation of the extension on the vCenter Server. 

2. Establish connection to a Tivoli Storage Productivity Center server. 

Step 1: Installation of the extension on the vCenter Server 
The Web Client extension must be installed on the server running the vCenter software. The 
vCenter software provides different types of add-ons. Add-ons can run within the stand-alone 
clients or they can be integrated into the Web Client. The extension for Tivoli Storage 
Productivity Center runs in the Web Client:

1. The first thing that you have to do is to make the code available on the vCenter server: 

– Navigate to the Plug-in installation folder inside the Tivoli Storage Productivity Center 
web folder. The default folder name is: 
<TPC_installation_directory>\web\TPCVmwareVspherePlugin 

In our environment, the folder name is: 

C:\Program Files\IBM\TPC\web\TPCVmwareVspherePlugin

Copy the contents of the folder to the VMware vCenter Server host machine, into a 
folder of choice.

– Tivoli Storage Productivity Center vSphere plug-in package is also available on the 
installation media (CD/DVD or extracted folders) under web\TPCVmwareVspherePlugin. 
You can either copy or mount the software on the vCenter server.

2. To install the package, you have to run the setup.bat script with the register command. You 
can run the script interactively, providing all information as parameters to the script or read 
the parameters from a file. In Example 10-1 on page 254, we used the interactive method:

The only real difference is that when you provide the parameters on the command line, 
using the syntax below, you must provide the password in clear text:

setup <mode> -password <password in clear text>
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Example 10-1   Interactive installation

Directory of c:\temp\TPCVmwareVspherePlugin

10/25/2013  02:52 PM    <DIR>          .
10/25/2013  02:52 PM    <DIR>          ..
10/21/2013  02:23 PM    <DIR>          lib
10/21/2013  02:23 PM               738 log-config.properties
10/21/2013  02:23 PM               571 setup.bat
10/21/2013  02:23 PM               284 setup.sh
10/21/2013  02:23 PM            90,910 TPCPluginDeploymentUtility.jar
10/21/2013  02:23 PM        19,223,923 TPC_VmPlug.zip
               5 File(s)     19,316,426 bytes
               3 Dir(s)   3,507,523,584 bytes free

c:\temp\TPCVmwareVspherePlugin>setup.bat
Enter the mode [register or unregister]: register
Enter the vCenter Server user id [Administrator]. Press Enter for default:
Enter the vCenter Server password:
INFO: 10/25/2013 02:57:03 Attempting to communicate with the vCenter server...
INFO: 10/25/2013 02:57:05 Successfully authenticated with the vCenter server...
INFO: 10/25/2013 02:57:05 Fetching vCenter web server port from registry...
INFO: 10/25/2013 02:57:05 Successfully fetched vCenter web server port from 
registry as 8443.
INFO: 10/25/2013 02:57:05 Mode: register
INFO: 10/25/2013 02:57:05 vCenter server address: 9.12.5.201
INFO: 10/25/2013 02:57:05 vCenter server user id: Administrator
INFO: 10/25/2013 02:57:05 vCenter web server port: 8443
INFO: 10/25/2013 02:57:05 TPC Plugin package location:  C:\Program 
Files\VMware\Infrastructure\tomcat\webapps\ROOT
INFO: 10/25/2013 02:57:05 Registering TPC Plugin package TPC_VmPlug.zip with 
vCenter server.
INFO: 10/25/2013 02:57:05 Extension URL: https://9.12.5.201:8443/TPC_VmPlug.zip
INFO: 10/25/2013 02:57:05 Creating TPC Plugin extension com.ibm.tpc.Tpc ...
INFO: 10/25/2013 02:57:07 Copying TPC plugin package TPC_VmPlug.zip onto vCenter 
web server root location C:\Program 
Files\VMware\Infrastructure\tomcat\webapps\ROOT.
###############################################################
INFO: 10/25/2013 02:58:13 Successfully copied TPC plugin package TPC_VmPlug.zip 
onto vCenter webserver root location.
INFO: 10/25/2013 02:58:13 Successfully registered TPC Plugin package 
TPC_VmPlug.zip with vCenter server.
INFO: 10/25/2013 02:58:13 TPC deployment utility finished execution. Log 
information generated in C:\ProgramData\IBM\TPC\TPCDeploymentUtility.log.

c:\temp\TPCVmwareVspherePlugin>

The script will ask you for the following information:

– The mode (command) either register (install) or unregister (uninstall)

• Register. Copy the software to the web server and register the extension.

• Unregister. Unregistering a Tivoli Storage Productivity Center extension removes its 
reference from the list of extensions maintained by the vCenter Server. Additionally, 
this causes the Tivoli Storage Productivity Center Plug-in package 
(TPC_VmPlug.zip) to be removed from the vCenter Server Web server location.
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– A VMware user ID, with the appropriate authority (see 10.7.2, “vSphere Web Client 
extension for Tivoli Storage Productivity Center” on page 268).

– The password for the VMware user. 

– When you do not use the interactive installation method, you also have the option to 
provide a value for the WebserverPath. It is not required. 

WebserverPath is the optional web server path associated with the vCenter server.               
TPC_VmPlug.zip is copied here after successful registration.

Step 2: Establish connection to a Tivoli Storage Productivity Center 
server

After the extension is successfully installed and registered, you need to open the vSphere 
Web Client and configure the Tivoli Storage Productivity Center server information:

1. Open https://<vCenter Server>:9443/vsphere-client/ in a browser

2. Go to the Home tab on the Home panel as shown in Figure 10-21. 

Figure 10-21   Go to Home tab

3. Click the Tivoli Storage Productivity Center icon as shown in Figure 10-22 on page 256. 
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Figure 10-22   Click the Tivoli Storage Productivity Center icon

4. In the IBM Tivoli Storage Productivity Center panel that is shown in Figure 10-23 on 
page 257, you enter the Tivoli Storage Productivity Center server connection information:

– Host name: Enter a host name or IP address
– Port: The default is 9569 
– User name: A user that can log in to Tivoli Storage Productivity Center
– Password: The password of that user
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Figure 10-23   Configuration panel for the Tivoli Storage Productivity Center server connection information

See also 10.7.2, “vSphere Web Client extension for Tivoli Storage Productivity Center” on 
page 268 to understand the requirements of the Tivoli Storage Productivity Center user 
that you configure here.

5. Click Save and the configuration of the Web Client extension for Tivoli Storage 
Productivity Center is completed. See Figure 10-24 on page 258. 
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Figure 10-24   Successful configured Tivoli Storage Productivity Center extension

If you need to update the information, return to this page and click Save again after 
making updates.

The configuration process will automatically attempt to register the same Tivoli Storage 
Productivity Center server as a VASA Provider. There are situations where the automatic 
registration can fail, for example, if a Tivoli Storage Productivity Center VASA Provider is 
already registered. Refer to 10.6.4, “Implementing and registering the VASA Provider 
manually” on page 262 to learn how to manually register the Tivoli Storage Productivity 
Center VASA Provider.

To learn more about the Tivoli Storage Productivity Center VASA Provider, see: 10.6, 
“Tivoli Storage Productivity Center VASA Provider” on page 260.

Verification
To verify the installation or de-installation of the extension, perform the following tasks:

1. Start VMware vSphere Client program by using Start  All Programs  VMware  
VMware vSphere Client.

2. Verify plug-in registration by invoking the Plug-ins  Manage Plug-ins… menu option. 
Tivoli Storage Productivity Center Extension must be listed in the Available Plug-ins 
category of the Plug-in Manager window. See Figure 10-25 on page 259.

Note: If the Tivoli Storage Productivity Center credential update fails, delete and 
re-register the Tivoli Storage Productivity Center Provider manually, which is done in 
less than 5 minutes.
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Figure 10-25   Verify VMware plug-ins

3. A new dialog box is opened showing information as shown in Figure 10-26. 

Figure 10-26   Look of the Tivoli Storage Productivity Center Extension

When you are unregistering the extension, it should no longer be listed.

4. After you log in to the vSphere Web Client, the Tivoli Storage Productivity Center 
extension package will be downloaded into the following directory on the vCenter server:

%ProgramData%\VMware\vSphere Web Client\vc-packages\vsphere-client-serenity 

Note: The status displayed in Figure 10-26 is valid since this is a plug-in (or extension) 
that is only available through the vSphere Web Client. 
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Log files
Since the Web Client extension is code that runs on the vCenter and in your web browser, the 
service tool provided by Tivoli Storage Productivity Center called service.bat (or service.sh) 
cannot gather the log files of the Web Client extension code. You might be directed by the 
support to manually gather some log files in case of problems.

10.5.6  Updating the Tivoli Storage Productivity Center extension

When Tivoli Storage Productivity Center undergoes an upgrade, the Tivoli Storage 
Productivity Center extension might need to be reinstalled with a new version. 

Reinstallation is achieved by running the setup command again, in register mode, without 
unregistering the previous registration. This causes any Tivoli Storage Productivity Center 
registration information to be updated, including the Tivoli Storage Productivity Center plug-in 
package (TPC_VmPlug.zip).

After setup completes successfully, log in to the vCenter server using the vSphere Web 
Client. This will automatically download the new Tivoli Storage Productivity Center extension 
into the vSphere Web Client packages location on the vSphere Web Client machine. 

An alternative to reinstallation is to unregister the current Tivoli Storage Productivity Center 
extension. The new extension can then be registered.

10.6  Tivoli Storage Productivity Center VASA Provider

The Tivoli Storage Productivity Center VASA Provider provides the underlying connectivity 
that enables VMware to query information about storage systems from the Tivoli Storage 
Productivity Center database, and display that information directly in the vSphere GUI. The 
difference to the vSphere Web Client Extension for Tivoli Storage Productivity Center is that 
all information collected by VMware through VASA is completely integrated into standard 
vSphere panels. With the extension, Tivoli Storage Productivity Center is providing additional 
panels or tabs and only within the vSphere Web Client.

10.6.1  What is VASA? 

The vSphere Storage APIs for Storage Awareness (VASA) is a set of the APIs VMware has 
created to integrate storage systems closer to the VMware infrastructure. The idea of VASA is 
that storage vendors implement these APIs within the storage devices just like the SNMP or 
SMI-S interface. VMware can then use the APIs to gather more information from the storage 
system. Instead of calling this an agent, the function that the storage vendors have to 
integrate is simply called a VASA Provider. 

There are two services that Tivoli Storage Productivity Center VASA provides in its initial 
release:

� Storage Capabilities. Enables VMware to gather information about a volume. 

A Storage Capability is simply a property of a LUN or volume with a name and a 
description. The storage vendors define what should be surfaced to VMware. Typically this 
is information such as thin provisioning, disk type and speed, and RAID Level.

� Health Monitoring. VASA Providers provide an interface for VMware to enable health 
monitoring of a storage device by VMware. 
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The main purpose of VASA is to use the Storage Capabilities for VM Storage Profiles (also 
known as Profile Driven Storage). You can find more information about the VMware storage 
APIs in general in the What’s New in VMware vSphere 5.1 – Storage white paper. This paper 
can be found at the following web page:

http://www.vmware.com/files/pdf/techpaper/Whats-New-VMware-vSphere-51-Storage-Tech
nical-Whitepaper.pdf

More information about VASA can be found in this VMware blog entry:

http://blogs.vmware.com/vsphere/2011/08/vsphere-50-storage-features-part-10-vasa-v
sphere-storage-apis-storage-awareness.html

In 10.8, “VMware Profile Driven Storage and VM storage profiles” on page 270, we explain 
how the VM Storage Profiles are linked to the Service Classes in Tivoli Storage Productivity 
Center.

The specification of the APIs did not mandate that only storage systems can provide the 
VASA services. Tivoli Storage Productivity Center has written a VASA Provider that will run 
inside of Tivoli Storage Productivity Center and provide the same set of functions, for the 
storage systems that the Tivoli Storage Productivity Center instance knows about. This allows 
VMware to take advantage of Tivoli Storage Productivity Center information, even if a 
particular device does not have a VASA Provider.

10.6.2  When to use the VASA Provider

For VMware vSphere users, the Tivoli Storage Productivity Center VASA Provider improves 
the ability to monitor and automate storage-related operations in VMware environments. 
There are a number of reasons for implementing the VASA Provider: 

� You (or the VMware administrator) want to use VMware Storage Profiles (also known as 
Profile Driven Storage) and align those profiles with the Tivoli Storage Productivity Center 
Service Classes.

� The Tivoli Storage Productivity Center VASA Provider makes information about block and 
file storage available to VMware.

� You want VMware to display additional information in the VMware Storage Reports about 
the attributes of the underlying disks, as well as VASA capabilities for resources that are 
mapped to the ESX servers. 

� Tivoli Storage Productivity Center can share certain alerts for resources that are mapped 
to ESX servers. The alerts will be available as vCenter Events and Alarms. The 
capabilities are included in some of the VMware standard reports. 

10.6.3  Requirements for using the VASA Provider

The following requirements apply to the VASA Provider:

� License 

You can use the plug-in with any version of Tivoli Storage Productivity Center.

� Privileges and permissions 

Depending on what you do within VMware, you need additional privileges. These are 
described in 10.7, “VMware and Tivoli Storage Productivity Center privileges-permissions” 
on page 266. 
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� Even though this extension is separate from having a VMware datasource in Tivoli 
Storage Productivity Center, you must add the VMware environment also to Tivoli Storage 
Productivity Center.

10.6.4  Implementing and registering the VASA Provider manually

The Tivoli Storage Productivity Center VASA Provider is deployed and started with the Tivoli 
Storage Productivity Center server installation. If you register a Tivoli Storage Productivity 
Center server as a vSphere Web Client extension to view Tivoli Storage Productivity Center 
information in vCenter storage reports and views, the Tivoli Storage Productivity Center 
server is automatically registered as a VASA Provider.

If you need to manually register the Tivoli Storage Productivity Center VASA Provider with 
VMware, you need to provide the following information:

� Name: Typically you choose something like “Tivoli Storage Productivity Center server”
� URL: https://<TPCServer>:9569/vasa/services/tpc
� Login: Tivoli Storage Productivity Center user name
� Password: Tivoli Storage Productivity Center user password

For more information about permissions of the user that can register the VASA Provider and 
the user ID, which is used by VMware to communicate with Tivoli Storage Productivity Center, 
see 10.7.3, “VASA Provider” on page 269.

Registering the Tivoli Storage Productivity Center VASA Provider
You can register the Tivoli Storage Productivity Center VASA Provider from either the 
stand-alone vSphere Client or from the vSphere Web Client.

1. In the vSphere Web Client: 

a. Home  vCenter  vCenter Servers  <your vCenter>
b. In the panel on the right:

• Click Manage
• Click Storage Providers

Figure 10-27 on page 263 shows an example of the vSphere Web Client GUI with a 
registered Tivoli Storage Productivity Center server as a VASA Provider. 
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Figure 10-27   vSphere Web Client - Storage Providers

From this panel, you can add or delete a provider and list the supported vendor IDs, which 
is the list of devices that the Tivoli Storage Productivity Center VASA Provider is 
supporting. 

2. To register a new provider, simply click the green plus icon. The dialog box shown in 
Figure 10-28 is displayed.

Figure 10-28   Registering a VASA Provider manually

3. When registering the VASA Provider, you have the option to “Use storage provider 
certificates”. If you do not check this box, the vSphere Web Client will download the 
certificates and present you a “Security Alert” window (see Figure 10-29 on page 264) to 
accept the certificates. This is similar to how Firefox handles this situation. 

If you do check this option, you need to provide the certificate location because the dialog 
assumes that you have manually downloaded the certificate. If you downloaded the 
certificate, you do not see the security alert.

Note: The list is not complete because all devices that are supported by Tivoli Storage 
Productivity Center in general are also supported through the Tivoli Storage 
Productivity Center VASA Provider.
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Figure 10-29   Accept the certificate

4. When you click Yes, you might see the notification shown in Figure 10-30. 

Figure 10-30   Notification that can be ignored

5. If the provider shows a status of unknown as shown in Figure 10-31 on page 265, but the 
rest of the information displayed is correct, you simply need to rescan the provider.

Note: The origin of the VMware notification was not determined in Figure 10-30. In this 
case, the provider was successfully registered, and the notification was ignored. This 
message may have been issued before accepting the certificates.
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Figure 10-31   Status of registered provider 

Alternative registration
You can also user the stand-alone vSphere Client to register a VASA Provider, if you go to:

Home  Administration  Storage Providers  <your vCenter>

Since the vSphere Web Client is the strategic GUI for VMware, this is a good way to make 
yourself familiar with the new GUI.

Updating connection information
VMware does not provide a way to update the information of a registered VASA Provider at 
this time. If any information such as IP address, user ID, or password needs to be changed, 
you have to delete the provider and register it again.

Log file locations
The Tivoli Storage Productivity Center VASA Provider is running on the Tivoli Storage 
Productivity Center server and it uses the following logs and locations:

� VASA configuration files. <TPC_installation_directory>/web/conf/
� VASA logs. <TPC_installation_directory>/web/log/tpcvasatrace*.log

Note: VMware SMS does refresh the information from Tivoli Storage Productivity 
Center, which is similar to a Tivoli Storage Productivity Center probe. The Last Rescan 
Time field shows you how current the information is that VMware has collected from 
Tivoli Storage Productivity Center.

Also be aware that general information about the provider itself, for example, the 
Provider version, is never refreshed. You need to delete and register the provider again 
for this information to be updated. 
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There is also a log file on the vCenter server side that might be helpful in some situations:

� vSphere SMS logs. C:\ProgramData\VMware\VMware VirtualCenter\Logs\sms.log

10.6.5  Updating the Tivoli Storage Productivity Center VASA Provider

If you update your Tivoli Storage Productivity Center server, there is nothing you need to do in 
terms of upgrade. The VASA Provider runs on the Tivoli Storage Productivity Center server 
itself. It will be updated during the Tivoli Storage Productivity Center update process itself.

10.6.6  Refreshing VASA information

When VMware SMS is collecting data from the VASA Providers, that data is stored in a 
database. 

The reports that include information collected by the VASA Providers get refreshed roughly 
every 2 hours based on the information that is in the database. If the information in the reports 
is not showing recent information, there are two steps that you can take to cause the 
information to be refreshed: 

1. Rescan the storage providers 

a. Go to Home  vCenter  vCenter Servers  <your vCenter>

b. In the panel on the right:

• Click Manage
• Click Storage Providers

c. Select the provider

d. Click the rightmost icon on top of the table as shown in Figure 10-31 on page 265.

2. Refresh the report

While you are looking at a report, you can click the refresh button to generate the report 
again.

Sometimes you only need one of the two steps, but the refresh alone did not work 
consistently for us.

10.7  VMware and Tivoli Storage Productivity Center 
privileges-permissions

Because having the correct privileges is important, we have dedicated it a section that is 
referenced from different points in this chapter.

In the first section, we added some general information about vCenter permissions because 
this might be helpful as background when reading the rest. We think it will be especially 
helpful if you plan to do provisioning through the vSphere Web Client, but want or need to 
restrict that action to specific users.

10.7.1  General vCenter permission information

The vCenter Administrator assigns permissions to vCenter entities such as virtual machines 
or datastores. A user is associated with a role and its given permission on a specific entity. 
For example, the user, vmusr1, is associated with role1 (which consists of a set of privileges). 
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The administrator gives a user permission to access VM machine, vm1, with role1 privileges. 
The user can perform the operation associated with the privileges in role role1, on virtual 
machine, vm1.

The following scenarios describe the interaction between VMware permissions and Tivoli 
Storage Productivity Center plug-in.

Scenario 1
A user that has been given permission to a virtual machine with the pre-configured 
“read-only” role or with a new role with no additional privileges can view the report: 

Virtual Machine Monitor  Storage Mapping report

The following notes apply to this scenario: 

� Disk in the Hypervisor data column in the report is not available from vCenter, but is 
available from the Tivoli Storage Productivity Center.

� User cannot create or change Tivoli Storage Productivity Center server configuration.

� User cannot provision storage since the provisioning menu is not displayed.

Scenario 2
A user with that has been given permission to a virtual machine and its ESX host with the 
pre-configured “read-only” role or with a new role with no additional privileges can view all 
reports: Virtual machine storage report, volume performance report, and fabric information 
report.

The following notes apply to this scenario:

� User cannot create or change the Tivoli Storage Productivity Center server configuration.

� User cannot provision storage since the provisioning menu is not displayed.

Scenario 3
A user with that has been given permission to a virtual machine and its ESX host with a new 
role that includes all privileges required by Tivoli Storage Productivity Center can view all 
reports: Virtual machine storage report, volume performance report, and fabric information 
report.

The following notes apply to this scenario:

� User cannot create or change the Tivoli Storage Productivity Center server configuration.

� User cannot provision storage because they do not have the permission on the vCenter to 
create tasks or update tasks.

Scenario 4
A user that has been given permission to a virtual machine, its ESX host, and the vCenter 
with a new role that includes all privileges required by Tivoli Storage Productivity Center 
(listed in Table 10-4 on page 269). The user can perform all Tivoli Storage Productivity Center 
plug-in functions.
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10.7.2  vSphere Web Client extension for Tivoli Storage Productivity Center

Depending on what you do within VMware you need additional privileges. We discuss the 
necessary privileges in this section:

� Installation and configuration. See Table 10-2. 
� View reports. See Table 10-3. 
� Provision storage using Tivoli Storage Productivity Center. See Table 10-4 on page 269. 

For any of those actions, you must have the system-defined privileges System.Anonymous, 
System.View, and System.Read. These privileges are always present for any user-defined 
roles.

Table 10-2   VMware privileges for installation and configure

Table 10-3   VMware privileges to view reports in the vSphere Web Client extension

When a user invokes a provision request in Tivoli Storage Productivity Center, the user ID that 
is used by the vCenter to log in to Tivoli Storage Productivity Center is not the ID of the user 
initiating the request. Instead, it is the specific user ID that was defined during the 
configuration. 

Since there is a specific Tivoli Storage Productivity Center user ID stored in the configuration 
of the vSphere Web Client extension for Tivoli Storage Productivity Center, the actual user 
that logs in to the vSphere Web Client does need any authority on the Tivoli Storage 
Productivity Center server itself. To prevent that just any user that is logged in to vSphere can 
initiate provisioning tasks, vSphere requires that the roles that are assigned to your user ID 
have the privileges listed in Table 10-4 on page 269 in the vCenter Server. 

Topic Role requirement

Register vSphere Web Client extension Permissions.Modify Permission

Register, unregister, and scan the VASA Provider Storage views.Configure service

Note: One step of the registration of the vSphere Web Client extension is to also register 
the VASA Provider automatically, so you need all of the privileges listed above.

Topic Role requirement

To view data store objects Datastore.Browse datastore on 
data store objects

To view storage view objects Storage views.View privilege on 
the root vCenter Server

Note: In a production environment, it might be a good idea to not configure the user ID of 
an administrator, but create a dedicated user ID that is authorized in Tivoli Storage 
Productivity Center and configured in the Tivoli Storage Productivity Center Extension.
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Table 10-4    VMware privileges required for provisioning

10.7.3  VASA Provider

Depending on what you do within VMware, you need additional privileges. 

� Installation and configuration. See Table 10-5. 
� View data collected by the Tivoli Storage Productivity Center VASA Provider. See 

Table 10-3 on page 268.

For any of those actions you must have the system-defined privileges System.Anonymous, 
System.View, and System.Read. These privileges are always present for any user-defined 
roles.

Table 10-5   VMware privileges for installation and configuration

To view alarms and storage capabilities in vSphere that are collected by the Tivoli Storage 
Productivity Center VASA Provider, you must have the following privileges for vSphere. 

Table 10-6   VMware privileges to view data collected through VASA

Topic Role requirement

Role requirements for the vSphere Web Client extension in VMware

To start provisioning Host.Configuration.Storage 
partition configuration

To create and update tasks Tasks.Create task and 
Tasks.Update task privileges 
on the root vCenter Server

To view information about events Global.LogEvent privilege

To configure storage partitions Host.Configuration.Storage 
partition configuration 
privilege on host objects

To configure data stores Datastore.Configure 
datastore privilege on data 
store objects

Role requirements for the vSphere Web Client extension in Tivoli Storage 
Productivity Center

To use a service class
Note: This applies to the user ID that is configured with the 
vSphere Web Client extension for Tivoli Storage Productivity 
Center

Administrator or the user ID 
needs to have been allowed 
to use the service class

Topic Role requirement

Register, unregister, and scan the VASA Provider Storage views.Configure 
service

Topic Role requirement

To view Datastore objects Browse Datastore privilege

To view Storage Reports View privilege
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Role requirements for VASA Provider within Tivoli Storage Productivity 
Center

Registering and using the features of the Tivoli Storage Productivity Center VASA Provider 
requires a user ID with one of the following roles to be configured:

� Administrator
� Monitor
� External Application

10.8  VMware Profile Driven Storage and VM storage profiles

The VMware Profile Driven Storage is a function that helps you to select the optimal datastore 
when you create a new virtual machine. The decision which datastore is selected depends on 
profiles that you select so this is very similar to the Tivoli Storage Productivity Center Service 
Classes. 

These profiles are called VMware Storage Profiles. When you define profiles, you associate 
capabilities with the profiles. If you use the capabilities reported through VASA, VMware can 
automatically understand the type of volume.

You need to implement a number of steps to successfully use the VM Storage Profiles for 
provisioning. Here is just a rough outline:

1. Register the Tivoli Storage Productivity Center VASA Provider

2. Review the System Capabilities that your registered VASA Providers can report and 
optionally add user-defined capabilities

3. If you chose to use user-defined capabilities, you need to assign them to volumes/LUNs

4. Define VM Storage Profiles

5. Enable VM Storage Profiles

6. Use the VM Storage Profiles to provision a new virtual machine

This is very similar to the Cloud Configuration within Tivoli Storage Productivity Center, but 
the details are very different. Since many storage administrators may not be familiar with the 
VMware terms, we created Table 10-7 as a high-level comparison. 

Table 10-7   Comparing concepts

Note: Since VMware has a very sophisticated model of permission, you probably need 
certain rights to be able to do those tasks. 

Tivoli Storage Productivity Center VMware

Service Class Storage Profile

Capacity Pools Storage DRS

Storage Pools Datastores

Tivoli Storage Productivity Center Tiers/Custom 
Tags

User-defined capabilities

Attributes gathered during a probe System capabilities
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10.8.1  System capabilities reported through Tivoli Storage Productivity Center

Tivoli Storage Productivity Center will report the following system capabilities including all of 
the following combinations back to VASA:

� Thin Provisioning 
� Encryption 
� SSD
� HDD
� Replication
� Compression
� File

In addition to those capabilities, Tivoli Storage Productivity Center will also report the service 
class names to VMware through the VASA interface.

Steps to check the capabilities reported by Tivoli Storage Productivity 
Center

If you want to check the entire list of the capabilities that are available in your environment, 
complete the following tasks: 

1. Open the VM Storage Profiles from the home panel in the vSphere Web Client.

2. From the profiles panel, click upper right icon, as shown in Figure 10-32.

Figure 10-32   VM Storage Profiles

A new window opens and shows you the currently configured User Defined capabilities 
and the list of available System capabilities as shown in Figure 10-33 on page 272. 

Note: The capabilities will always be reported regardless of whether the type of storage is 
configured or not. This is so you can use the capabilities when you define the VM Storage 
Profiles.
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Figure 10-33   List of all available capabilities that can be used to define VM Storage Profiles

10.8.2  Create a profile

To create a new profile, simply click the leftmost icon in Figure 10-32 on page 271. You can 
select any of the available capabilities listed and you can select combinations of them.

If you are using the Tivoli Storage Productivity Center Cloud Configuration and Provisioning, 
you can also align a Service Class to a VM Storage Profile in a one-to-one fashion.
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Figure 10-34   Define a profile

10.8.3  Enable VM Storage Profile 

After you have defined the profiles, you still need to enable the function for a host or a cluster. 
In order to do that, you must click the center icon shown in Figure 10-32 on page 271. This 
opens a window like the one shown in Figure 10-35 on page 274.
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Figure 10-35   Enabling the VM Storage Profiles function

10.9  vSphere Web Client Extension for Tivoli Storage 
Productivity Center: Reports

One function that the Web Client Extension for Tivoli Storage Productivity Center provides is 
the access reports about fabric and storage information collected by Tivoli Storage 
Productivity Center in the vSphere Web Client. This will help the VMware administrator to 
identify resources much more easily, and spreadsheets or other forms of documentation are 
no longer necessary.

The following types of reports are available with Tivoli Storage Productivity Center V5.2.2:

� Fabric Connections. View information about the fabric connected to ESX host storage 
adapter. 

� Storage System Metrics. View performance metrics for the back-end storage systems. 

� Storage Mapping. View mapping of virtual storage resources to storage systems.

The reports include hyperlinks directly to the storage entities in Tivoli Storage Productivity 
Center web-based GUI. 

Obviously, you need to have the environment configured, probed, and performance data 
collection tasks need to be running to provide information back to the VMware Web Client. 
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Another prerequisite is the access level that you need: Users logged to the vSphere Web 
Client must have at least the pre-configured “read-only” role to the hosts and the virtual 
machines.

10.9.1  Fabric Connections report

The Fabric Connections report does provide some essential information about how a 
particular adapter of the ESX server is connected to the SAN fabric, so it includes:

� Fabric name
� Switch name
� Switch port
� Active zone

The reporting level is at the HBA level of an ESX server. 

You can access the report related to fabric connections by looking at an ESX server as shown 
in Figure 10-36. 

Figure 10-36   Fabric Connections report

To get there, navigate from the home tab in the vSphere Web Client to:

1. Hosts and Clusters
2. Select a vCenter in our example POKVC1
3. Select a data center in our example POKDS1
4. Select an ESX server in our example poksrv3.itso.ibm.com
5. Now open the Manage tab
6. Click the Storage button
7. Click Storage Adapters
8. Select a Fibre Channel adapter
9. The Fabric Connections report is in the Adapter Details section
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The fabric name, the switch name, and the switch port are hyperlinks to the corresponding 
panels within the Tivoli Storage Productivity Center web-based GUI. If you have not 
authenticated with the Tivoli Storage Productivity Center server, you have to provide a user ID 
and password the first time you click a link.

10.9.2  Storage System Metrics report

The Storage System Metrics report provides information about the volume performance of 
the volumes that are used by an ESX server from the perspective of the storage system. The 
following types of performance metrics are available. For each, you can display reads, writes 
and total/overall data:

� I/O rate
� Data rate
� Response times
� Transfer size

The reporting level is the volumes of an ESX server. 

The report is implemented as a new tab on the VMware performance monitor panel, called 
Storage System Metrics. You can access the report related to fabric connections by looking at 
an ESX server as shown in Figure 10-37. 

Figure 10-37   Storage performance report 

In order to insure the storage performance report, complete the following tasks: 

1. Navigate from the home tab in the vSphere Web Client to Hosts and Clusters
2. Select a vCenter in our example POKVC1
3. Select a data center in our example POKDS1
4. Select an ESX server in our example poksrv3.itso.ibm.com
5. Open the Monitor tab
6. Click the Performance button
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7. Select the Storage System Metrics tab

This is a new tab that is provided by the Tivoli Storage Productivity Center extension.

Controls
By default, the performance of all connected volumes is displayed, as shown in Figure 10-38 
on page 278. By selecting one or more volumes from the table below the chart called the 
Performance Chart Legend, you can control what is shown in the diagram.

On the upper right part of the tab panel, you can select one of the following time frames:

� Last hour
� Last day
� Last week

You can also select the metric that should be displayed:

� I/O rate (read, write, or total)
� Data rate (read, write, or total)
� Response times (read, write, or overall)
� Transfer size (read, write, or overall)

Tip: With this release, there are only 12 metrics available, but in contrast to the information 
that VMware can report on, this information is measured by Tivoli Storage Productivity 
Center at the storage system level. If you would like to see other performance metrics here, 
submit a Request for Enhancement through the RFE tool. For details on submitting a 
Request for Enhancement, refer to Appendix A, “Request for Enhancements” on page 285. 
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Figure 10-38   Tivoli Storage Productivity Center performance report panel

In the Performance Chart Legend, you will also see information about the Storage System, 
Storage Pool, and Storage Volume, from the storage system perspective. This information is 
provided by Tivoli Storage Productivity Center. Links into the Tivoli Storage Productivity 
Center web-based GUI for a quick reference and more information are provided. 

You need to have a user ID in Tivoli Storage Productivity Center in order to open the panels. If 
you do not have a Tivoli Storage Productivity Center user ID, you can still click the links and 
copy the URL from the browser windows into an email or chat tool to send it to a Tivoli 
Storage Productivity Center administrator. This makes pointing to the exact object very easy.

On the lower right corner is a little export button that allows you to export the legend table to a 
csv file. All data for the selected volumes will be exported including the average values that 
are explained next.

If you scroll to the right in the Performance Chart Legend, Tivoli Storage Productivity Center 
provides average values for the volumes per sample of performance data collected and also 
hourly averages:

� If last hour is display, only averages for samples are available
� If last day is display, all averages are available
� If last week, all averages are available

Note: If some information is missing in that panel, for example, storage system, pool, and 
volume information like shown in Figure 10-38, this simply means that Tivoli Storage 
Productivity Center has not yet run a probe against the ESX server or vCenter after this 
volume has been mapped.
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Figure 10-39   Performance Chart Legend scrolled to the right

10.9.3  Storage Mapping report

The Storage Mapping report is available only with the vSphere Web Client extension for Tivoli 
Storage Productivity Center. The report displays storage mapping information for each virtual 
disk on a virtual machine. The information is collected from Tivoli Storage Productivity Center 
and vSphere vCenter Server. The following information is displayed:

� In the title:

– Guest OS Host Name
– Hypervisor Host Name

� In the table:

– Virtual Disk
– Virtual Disk Size
– Virtual Disk Maximum Size
– Thin Provisioned
– Raw Device Mapping 
– File (the vdsk file name)
– Mount Point on Guest OS (Information provided if an SRA is installed in the VM)
– Used Space on Guest OS (Information provided if an SRA is installed in the VM)
– Storage System
– Storage Pool
– Storage Volume
– NAS Server 
– NAS Share Path 

The level of reporting is the virtual machine. 

You can access the report related to fabric connections by looking at an ESX server as shown 
in Figure 10-40 on page 280. 
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Figure 10-40   Storage mapping report

In order to see NAS information, you must scroll to the right. The report also provides links to 
the Tivoli Storage Productivity Center panels of a particular object if you click it.

To get to this report, navigate from the home tab in the vSphere Web Client to:

1. VMs and Templates
2. Select a vCenter, in our example POKVC1
3. Select a data center, in our example POKDS1
4. Select a virtual machine, in our example pokvc1
5. Now open the Monitor tab
6. Select the Storage Mapping button

10.10  Storage provisioning with the vSphere Web Client

Provisioning storage through the Tivoli Storage Productivity Center service catalog cannot 
only be done by the Tivoli Storage Productivity Center administrator from the Tivoli Storage 
Productivity Center web-based GUI, it can also be performed by the VMware administrator 
through the vSphere Web Client. 

Setting up the storage services catalog is described in detail in Chapter 9, “Storage 
optimization” on page 207.

To start the task of provisioning:

1. Start the vSphere Web Client.

2. From the vSphere Web Client Inventories view, select Hosts and Clusters.

3. Select the hypervisor for which you want to provision storage.

4. Click the Actions menu item, and after a short time, the web server has loaded the 
extension and guides you through the process to select All TPC Actions, as shown in 
Figure 10-41 on page 281. 
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Figure 10-41   All Tivoli Storage Productivity Center Actions menu

5. Select Provision Block Storage for block or select Provision File Storage for file.

6. For block storage, you will see a dialog box as shown in Figure 10-42. 

Figure 10-42   Block Storage Provisioning

In the wizard, enter the following information to provision volumes:

– Size: The total usable storage space on a volume. The default unit for volume is GiB. If 
you select to create a datastore, the minimum volume size is 2 GiB. 

– Service class: The name of the service class. For block storage, a service class 
typically represents a particular quality of service, for example, Gold, Silver, or Bronze.

7. When you click OK, Tivoli Storage Productivity Center creates a task to execute the 
creation and optionally the zoning of the volume, as well as create the data store if that 
was selected.

Note: Users can select only service classes with available capacity that the user ID 
configured for the Web Client extension is authorized to use. 
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8. You can monitor the progress within the vSphere Web Client as shown in Figure 10-43:

<vCenter>  <Data Center>  <ESX server>  Monitor  Tasks

Figure 10-43   Monitor progress of the provisioning

10.10.1  Considerations

There are several considerations that we would like to point out here that are different from 
the provisioning when launched from the Tivoli Storage Productivity Center GUI:

� It may take some time for the drop-down fields to be initialized

� You can only create one volume at a time 

� Tivoli Storage Productivity Center will create a volume name like V_131028_190434, 
which you cannot change at this time.

Where:

– V_ for Volume

– 131028 for the date: 28th of October 2013

– 190434 for the time: 19:04:34

The date and time will also be reflected in the task name within Tivoli Storage Productivity 
Center. 

� You can optionally create a new data store for the new volume

Note: Due to the limitations of vSphere API, the exact error message from Tivoli 
Storage Productivity Center cannot always be viewed in the vSphere Web Client task. 
The most common errors have been added and are visible in the task status.
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10.10.2  Troubleshooting tip

If you receive a failure when provisioning storage with an error message like HWN020003E 
Invalid parameter 210000C0DD122527 in the log, this error happens because one or more 
ESX servers in a cluster is not managed by Tivoli Storage Productivity Center. 

In this error, the invalid parameter 210000C0DD122527 is the worldwide port name (WWPN) 
of an ESX server, which is in a cluster with a host that you are running the provisioning.

To fix this problem, you need to add all the ESX servers that are in the same cluster to Tivoli 
Storage Productivity Center. This can be done by adding the vCenter server or individual ESX 
servers. 

10.11  VMware VASA reports

Data that is gathered through any VASA Provider is displayed in reports that are built into 
VMware. These reports are always present, no matter if there is a VASA Provider registered 
or if the Web Client Extension for Tivoli Storage Productivity Center has been installed. 
Therefore, it should be very intuitive for a VMware administrator to work with the reports. 

To get to this report, navigate from the Home tab in the vSphere Web Client to:

1. Hosts and Clusters

2. Select a vCenter, in our example POKVC1

3. Select a data center, in our example POKDS1

4. Select a virtual machine, in our example pokvc1

5. Now open the Monitor tab

6. Select the Storage Reports button

7. Out of the seven reports listed in the “Report On” drop-down list, only three reports contain 
information that was gathered through the VASA Provider. The three reports and the 
columns containing VASA data provided by Tivoli Storage Productivity Center, as listed 
below: 

a. Datastores

• System capability

• Storage Provider Namespace. Identifies which VASA Provider has collected the 
information

b. SCSI Volumes (LUNs)

• Committed. Space that is committed to the thin-provisioned volume

• Thin Provisioned. Status on thin provisioning in the storage system

• System capability

• Storage Array. Name of the storage system

• Identifier on Array. Volume name/identifier on the storage system

• Storage Provider Namespace. Identifies which VASA Provider has collected the 
information
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8. NAS Mounts

• System capability

• Storage Provider Namespace. Identifies which VASA Provider has collected the 
information 

In the Figure 10-44 screen capture, you can see an example of a SCSI Volumes (LUNs) 
report. 

Figure 10-44   Report example containing information collected through VASA

In the example, we have pointed out the following fields:

1. The drop-down field, where you can select “Report on”
2. The information collected by VASA Providers

In addition, we highlighted why some fields in the VASA section of the report are empty:

3. The volume is missing, but still contained in the VMware configuration inventory
4. Those are internal disks of the ESX server

There is also a column called User Defined Capability with an * but the information reported 
here has been configured within VMware and not been collected via one of the providers.

Note: The * after the column name indicates that the information was collected through 
VASA.

Note: Since the report was not created by the Web Client Extension for Tivoli Storage 
Productivity Center, you will not see links to the Tivoli Storage Productivity Center 
web-based GUI.
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Appendix A. Request for Enhancements

When you have an idea on how to enhance a product by adding a new feature, changing a 
function or adding support for something else more often than not this idea will not get heard 
by the right people. We at IBM know that there are always situations where a product can be 
enhanced so we wanted to make it easier for you to tell us your ideas about how we can make 
the products better.

Until recently, only IBM employees could use an internal application to enter change requests, 
so you would have to talk to the right person that could understand your idea and that person 
would then forward that idea.

This new process is not yet known to many Tivoli Storage Productivity Center users. We 
would like to use this opportunity to explain what the Request for Enhancement process is 
and how it works, so that you can help to make Tivoli Storage Productivity Center even better.

A
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What is the IBM Request for Enhancements (RFE) Community

The IBM Request for Enhancements Community is a community that is hosted on the IBM 
developerWorks® website where you can collaborate with the IBM product management and 
with other product users. It allows you to submit and track your ideas on how to improve a 
product. 

The community also provides functions to view, search, watch, and vote for ideas that others 
have submitted. This is important because it provides a good way to understand the demand 
of new functions and features or supported environments much more easily.

Current process differences 

There is no need to involve IBM Customer Support or IBM sales representatives in this 
process. You can submit ideas right at the time, when you work with the product and notice a 
missing function or the way something works.

RFE also improves the ability to monitor and manage your ideas because you do not need to 
go through a middle man any longer.

Who can use it

Customers, partners, and IBM employees can use the RFE Community. However, there is a 
small restriction that comes from functions like tracking your ideas or voting for ideas of 
others. You need to sign in to the community for using most of the functions. For this, you 
need an IBM ID, which is available for everyone at no charge. You may already have an ID 
from signing up for support newsletters or for downloading code. If not, the next step shows 
you how to create one.

Getting started 

Simply open the community with your web browser and go to: 

http://www.ibm.com/developerworks/rfe

You can browse some things even without signing in. When you open a panel that requires 
you to sign in, you will see a prompt. You can also click Sign in (or register) in the upper right 
corner, as shown in Figure A-1 on page 287.
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Figure A-1   Sign in or register

If you do not have an IBM ID yet, click Need an IBM ID? to create one.

Status meaning 

When you start looking at requests you will notice the different status information. In this 
section, we describe the status meanings. 

Planned for Future Release

The request is approved and planned for delivery within the next year or next generally 
available (GA) release. IBM will confirm this request at GA and will update the status to 
Delivered. 

Uncommitted Candidate

If the status is Uncommitted Candidate, this request will not be delivered within the next year, 
but the theme is aligned with our two-year strategy. IBM is soliciting feedback for this request, 
and within one year from submission, status will be updated to either Rejected or Planned for 
Future Release. See Figure A-2 on page 288.
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Figure A-2   Flow of Request for Enhancement 

Response process after an RFE is submitted

IBM works to provide an initial response within the first 30 days of submission, and a more 
definitive response within 90 days. Not all requests will meet these commitments because 
sometimes we need more information from you to understand the request. In addition, IBM 
might need to do a rough sizing estimate before a decision can be made on its inclusion in a 
future version of the product.

If more information is needed, you will sometimes be directly contacted by a developer or a 
product manager with questions to better understand your idea.

Required information 

To submit a new idea as a Request for Enhancement, you will first click the submit tab (see 
Figure A-1 on page 287). Start with entering a short headline and a priority. Figure A-3 on 
page 289 shows what an empty form looks like. 

Note: When RFE is created:

� The author has 24 hours to modify any field. 
� After 24 hours, the request is locked and bridged to the back-end system. 
� Submitter can add comments at any time, but not modify the original information. This 

prevents requirement changes after the evaluation by the IBM team. 
288 IBM Tivoli Storage Productivity Center V5.2 Release Guide



Figure A-3   Request form
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Next, select from a set of drop-down boxes the product for which you want to submit an idea:

� IBM brand. For Tivoli Storage Productivity Center, select Tivoli. 

� Product family. For Tivoli Storage Productivity Center, select Storage.

� Product. Select IBM Tivoli Storage Productivity Center. 

� Component. The components that are currently available in the drop-down box do not 
apply to Tivoli Storage Productivity Center anymore, so you can select any of them. 

� Operating system. Most of the time you will select Multiple or Other because more often 
than not the function is not related to a specific operating system. 

The following fields will be used to describe what this idea is about and when or how the 
function or feature would be used:

� Description. What is this function. 
� Use Case. When would this function be used. 

Optionally, you can enter a Business justification to explain why IBM should add this feature. 
Include information such as extent of individuals affected, impact on your business, project, or 
daily work.

Priority definitions

Obviously, you want to have the function as quickly as possibly. Use the following definitions 
when selecting the priority of your request.

Low RFE would be a nice feature to have. 

Medium Lack of the RFE functionality is a minor road block to deployment or 
adoption.

High Lack of RFE function is a major road block to deployment and 
adoption. 

Urgent Deployment and adoption cannot continue without this RFE. 

If you want to learn more, start exploring the views and tabs and read the frequently asked 
questions, which are very helpful if you get stuck.

My notifications

IBM uses an opt-in policy for web applications such as the RFE Community Tool. That means 
if you do not intentionally indicate you want the RFE tool to notify you of changes to your 
RFEs, you will not get notification. 

You can see the RFEs you have submitted in the My stuff tab, and opt-in for email 
notifications for all RFEs in your watchlist by subscribing from the My notifications page. See 
Figure A-4 on page 291.

Note: The fields Company and Business information are only visible to IBM and not to any 
other users in the RFE community.
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Figure A-4   My notifications window

RSS feeds
Your notifications are also available as multiple RSS feeds, grouped by:

� My watchlist
� My requests
� My votes

There are RSS feeds for groups that you have created. A third type of RSS feed is feeds for 
the entire community, but since all products are listed in those feeds, they might not be that 
interesting for most users.
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Related publications

The publications listed in this section are considered particularly suitable for a more detailed 
discussion of the topics covered in this book.

IBM Redbooks

The following IBM Redbooks publications provide additional information about the topic in this 
document. Note that some publications referenced in this list might be available in softcopy 
only. 

� Tivoli Storage Productivity Center Advanced Topics, SG24-8236

� IBM Tivoli Storage Productivity Center V5.1 Technical Guide, SG24-8053

� Tivoli Storage Productivity Center for Replication for Open Systems, SG24-8149

� IBM Tivoli Storage Manager as a Data Protection Solution, SG24-8134

� IBM System Storage SAN Volume Controller V6.3, SG24-7933

� IBM SmartCloud Virtual Storage Center Solution, TIPS0991

You can search for, view, download or order these documents and other Redbooks, 
Redpapers, Web Docs, draft and additional materials, at the following website: 

ibm.com/redbooks

Other publications

These publications are also relevant as further information sources:

� IBM Tivoli Storage Productivity Center Installation Guide, SC27-4058

� Tivoli Common Reporter User Guide, SC14-7613 

Online resources

These websites are also relevant as further information sources:

� Service Management Connect 

http://www.ibm.com/developerworks/servicemanagement

� Request for Enhancements

http://www.ibm.com/developerworks/rfe

� IBM Knowledge Center, Tivoli Storage Productivity Center

http://www.ibm.com/support/knowledgecenter/SSNE44/welcome

� Tivoli Storage Productivity Center Interoperability Matrix 

www.ibm.com/support/docview.wss?&uid=swg21386446
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Help from IBM

IBM Support and downloads

ibm.com/support

IBM Global Services

ibm.com/services
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